Aleksas Girdenis

Theoretical Foundations
of Lithuanian Phonology



Aleksas Girdenis

Teoriniai lietuviy fonologijos
pagrindai
Antrasis pataisytas ir papildytas

knygos ,,Teoriniai fonologijos pagrindai*
leidimas

Vilnius
2003



Aleksas Girdenis

Theoretical Foundations
of Lithuanian Phonology

Second, revised and expanded edition of
Theoretical Foundations of Phonology

English translation by Steven Young

Vilnius
2014



UDC 811.172342
Gi309

Translated from the second Lithuanian edition:

A. Girdenis. Teoriniai lietuviy fonologijos pagrindai.
Vilnius: Mokslo ir enciklopedijy leidybos institutas, 2003

Funding for the preparation and publication of this book
provided by the European Union project
Lithuania Here and Abroad: Language, Science, Culture, Society
(Lietuva ¢ia ir ten: kalba, mokslas, kultiira, visuomené)
(VP1-2.2-SMM-08-V-02-005)

- — R,
MOKSLAS + EKONOMIKA+ SANGLAUDA TROFOS SATUNGA —;///)/ - \\§ MINISTERIJA
Kuriame Lietuvos ateit] S

© Aleksas Girdenis, 2003
© Vilnius University, 2014

ISBN 978-609-437-259-9



TABLE OF CONTENTS

LSt Of FIGUIES ...euviniiiieiiicieictcctcctetcteteeee et e viii
LSt Of TaBIES ...c..etieiieieictccctectcetete et viii
Notes on the Translation ..........cocceceverireneriineniiectteeteeeeeeeeseeeee e X
Abbreviations of Languages and Dialects..........cccccecvecieininvninininninncncncne. xii
Abbreviations Used in GIOSSES ........ceeeeuirieirieinieirieinieeneerieeseesiee e xii
FOTEWOT ...ttt et xiii
Foreword to the 1995 Edition........cccecveiriiieirieiieieeeeee e Xiv
I. THE PLACE OF PHONOLOGY IN LINGUISTICS .......cceoetieieeieeieeee 1
1. BaSIC CONCEPLS ....evieeieiieteiteetieeesiete e see ettt se s s s ee e 1

2. The Relationship between Phonology and Phonetics ............ccccevveuennnenne. 13

3. The Functions of Speech Sounds and Their Features............ccccceceevveneennen. 18

4. Types of Phonological UnitS.........ccceevuerieriirienieeienieiesieeiesresee e 28
II. METHODS FOR ESTABLISHING PHONEMES.........ccceooviniiiinieienne 40
1. Introductory Remarks...........cccueruieieriieiienieiecieiceiesceie e 40

2. Paradigmatic Identification of Phonemes ...........cccooceecverieniinienieecieniee 43
a) Substitution and COMMULALION ........cceevereerierieriieiesieeie e 43

b) Experimental CommMULation ...........cceeeeeeieeeieieeeieee e 49

C) DISHIDULION ...ttt ettt ettt ettt ae e be e ees 53

d) Phonemes and ALLOPhONES..........ccoeeruiriieririieniieienierieee et 56

€) Concrete EXaAMPIES .....c.covveviiriiiiiiieiieieeeeeeee et 62

f) Summary Remarks .........cccoecieviiiiiieiiceeeeec e 68

3. The Role of Phonemes and Their Variants ...........ccccoevenenenenenenenenene. 68

4. Syntagmatic Identification of Phonemes ...........ccccoeeeciirienincienieecieniee 77
a) General REMArkS.........ccvevvieiiiieiiiiieieieee et 77

b) Typological Preliminaries. .........cooervererereerieieieiececeeceeeeee e 78

¢) Phonetic Preliminaries ..........cocevieierienienieniiniesieeie et 80

d) Phonological PrinCiples ..........ccoovevierieriinienienienieie et 84

€) SuMMAry RemArksS........ccceeieriiriiiiieiieiesiceie e 101

III. PHONEME RELATIONS .....ooiiiiiiieiteteeseee ettt 103
1. General Remarks .......c..ccevieiiiiiiiiiiiiinicinecece s 103

2. Syntagmatic (Functional) Classification of Phonemes........c..c.cc.ccocceenen. 109
a) Introductory Remarks ..........cccovieriiiiiniieieceee e 109



Table of Contents

b) Basic Syntagmatic Classes of Phonemes: Vowels and Consonants..... 113
C) ISOMOTPRISIN......eviiieiieiieieeieie ettt et sre e sseebeeenens 116
d) Syntagmatic Classes of Consonants ..............cooceeeereereereerieseeseeneeneneennns 117
€) SYl1able StIUCIUIE.....c.eeveeeieieciieieeie ettt ettt 130
) Syllable BOUNAAIIES........ccveeiiriieiieiierieeieeeeieee e 132
g) Typological Remarks..........ccocorieiiiiiiiiiie e 141
h) Summary Remarks..........cccecveririiiiienieienieieeeeee e 147
3. NEULTALIZAtION ...t 148
a) GaPS N the SYSEM..c..iiiiciieiieieiieieceete e 148
b) Regular Constraints on DiStribution ..........c.cceveveineeenieceneceninenennenens 150
C) INEEIPrEtatioNS ....ceviivieiieiieiieiesieeie ettt be e e sae e e saeense e 156
d) The Archiphoneme. Marked and Unmarked Members of an
OPPOSTEION ..eeierieeieiieeieeieete ettt et e ste et e eaebeeaeesbeesbesseessessaessesssesseassees 158
e) Correlations and Correlative SEries .........ceevevieririienieniinieneeieseeiene 164
) Correlation BundIes..........c.cceeeeviieiiiieiieieieeiecieeee e 169
g) Neutralization and Phoneme Classes.........cccceeeverierienveniierieneeieniennnn 173
h) Neutralization of Units of Content and Correlations............c..ccccueee... 178
1) Summary Remarks.........ccceecveviriiinieniiiiereeieecee e 180
4. Paradigmatic Relations.........cccveieieieirieieiniee e 182
a) General REMArKS.........ccueeveriieiiiiieiiceeieeeesie ettt 182
b) Oppositions and Syntagmatic Classes ...........ceverererererereneriesieeenen 184
o) Paradigmatic Relations and Distinctive Features of Lithuanian
CONSONANES ..ot 185
B) Distinctive Features of Vowels in Standard Lithuanian................... 201
c¢) Other Criteria and Considerations in Establishing and Grouping
DiStinctive Features.........oovvvieiieririeresieeeeee s 215
d) Models and Types of Paradigmatic Relations............cccceeevevueecvenrennenn 222
e) The Binary Distinctive Feature System and Principles of
Dichotomous Phonology .........cccieeviiieniieienieeiesie et 230
o) Origin and ASSUMPLIONS .....ceveruieriieieriierierienieete sttt eee e eee e 230
) Some Remarks Concerning Research on the Acoustic Properties
OF SOUNAS.....oooiiiiiiiic e 235
v) Binary Distinctive Features..........ccoceoereieoienieieeieieeeeeeeee 240
8) Three Examples and Some General Considerations..........cc.cccce..... 245
f) Distinctive Features and Semantic Componential Analysis ................. 251
€) Summary Remarks.........cccoecieviiriiiiieiicieeeieceee e 252
IV. SUPRASEGMENTAL UNITS ..ottt 254
1. Introductory Remarks...........ccceevuerieiiiiinieieeieeceieee e 254
2. Non-prosodic Suprasegmental UNits ...........cceeveeeereecierienieeieneesieneenens 256
a) Types of Suprasegmental UnNits ..........ccceevueevienieniinienienienieneeie e 256
b) Four Interpretations of Lithuanian Consonant Softness....................... 257
c¢) Other Examples and Some Remarks on “Prosodic” Phonology .......... 262

Vi



Table of Contents

3. ProSOAic UNIES .....oveiiiieieiieiieieieeeeeee et 265
@) STTESS vevvenreeurertieteetesteetesteentesteenteestesteestesseentesbeentessbesbeenbesseensesseenbeennens 265
o) Concept and FEatures...........ccvueerreiniinieinieinieineenieesteceeeeeneeenene 265
B) Types and Functions of Stress ........c.ecvevveeeeriereeniieieseeieeeese e 272
Y) SECONAATY STIESS ..ecvvevieiiiiieieiieii ettt ees 279
0) Summary Remarks.........ceovevierieiiiiiiniieiesieeee e 286
b) Pitch Accent and TONE..........oevviriiriireieeieeeee e 287
a) The Concept of Pitch Accent and Tone. The Pitch Accent
System of Lithuanian. .........ccccccveveerierieneenieeieneeie e 287
B) Functions and Paradigmatic Relations of Pitch Accents.................. 298
v) Typological Remarks..........cccooveviiniinieieieiiiiecceeee e 302
0) MIOTAS ...iviiiiiieeiie ettt ettt ettt et e b e e sbeebaesabeesaaeensaesaseesaennns 309
4. Summary Remarks .........ccocooiriiiiiiiii e 312
APPENDICES ...ttt sttt ettt 315
1. Random NUMDETS.........cceveiririieiieiieiee e ene e 315
2. Values of the function @ =2 arcsin \P.......ocovvrvrreeeercerercreneeennnns 319
3. Estimating the u-criterion for listening eXperiments ............cccceeverueenene 321
4. Phoneme frequencies for standard Lithuanian............ccccccceoeeviienicnnnnn. 323
5. Frequency of syllable type for standard Lithuanian ..........c..cccoceeveenceennee 324
6. Frequency of prosodic syllable type for standard Lithuanian................... 324
TEOPETUYECKUE OCHOBBI JIUTOBCKOM ®OHOJIOTUH. Pesone ... 325
1 BBEIEHIIE ...t e e e e e eaeaaaaeas 325
1.1. VICXOIHBIE TTOHSTHS ... ..eeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeaeeeeeeeeeeeeeeeeeeeaas 325
1.2. CooTHOMECHHE QOHETUKU M POHOTOTHH ....c.vvevveerenvrenrenerenveennensennenes 326
1.3. OYHKIUN 3BYKOB M UX TIPHUZHAKOB.......eovverreenrereerenseeneesnnensessenseeneenne 326
1.4. Pa3HOBUIHOCTH (DOHOJIOTHUCCKUX CHAUHHIII ...ovveneereeneeneeneeneeneeneeneenees 326
2. ONPCICTICHUE DOHEM .....evvervieerereereenreeressresesssessesseessesssessesssessaessessesssenns 327
2.1. IIpeIBAPUTENBHBIC 3AMEUAHMS . ....c.uveeeeeenreeeureenueeeieensreeieesseenseesseens 327
2.2. MMapagurMaTudeckast UACHTUPUKAIAST POHEM ......ccveeverevereeeeeneeennenn 327
2.3. CuHTarmatuyeckasi iACHTUPUKAINT POHEM.....coveeruervveenreericnenaenne 330
3. OTHOIICHUS U Pa3TUYATEIBHBIC TPUZHAKH DOHEM ....c.veneeneeneeeenienieniennans 332
3.1. IIpeaBapUTEIBHBIC 3AMEUAHMSL. ... veenveernreereeanreenneeaeeeneneenseesnseesaeennne 332
3.2. CuHTarMaTryuecKas KIacCUQUKAIISI POHEM .......cevveererreerreereneennenne 333
3.3, HEUTPAMHBALIHS ...ttt ettt ettt ettt 337
3.4. [TapagurmMatiuyecKie OTHOIICHHUS (POHEM U HX
TP DEPECHITHATTEHBIC TIPUBHAKH .....vvevvvenveeereseeerenseesessaesseessesseessesseensens 341
4. CynepcerMeHTHBIE (MTPOCOTUICCKUC) SIIIHHIIBL.......ccvevrenreenrenreerenenennens 349
4.1. IIpeABaPUTEIBHBIC 3AMEUAHMS .. . eeuvrerueeeereeieenireenteeereesinesnseesseennees 349
4.2. HemrpocoANYECKUE CYNIEPCETMEHTHBIC EIUHUIIBL. .......cuvenvenrenrenrenrnnen 350
4.3. Ilpoconnueckue eAUHULBI (YAAPEHUE U TOHEMBI) ....eouveveenveruvenneennens 351
LITERATURE ...ttt st sttt nns 356
INDEX .ttt ettt ettt sttt eeaens 409

vii



List of Figures

LIST OF FIGURES

1. Syllable structure (ZENeral VIEW) ........ccccerierieeieenieeienieieseesieeeeseeeeeseeennens 120
2. Syntagmatic classification of consonants.............ccceecerverieneneeneneneneeeene 124
3. Classification of the T-subclass of consonants .............coceeeerererereneneenne. 126
4. Classification of the R-class of consonants...........ccoeevevvenvevenieniecienienenene. 126
5. Diagram of syllable structure (Version I) ..........cccceeeevierieninnienienieeieneeiene 130
6. Syllable structure (Version IT).........cccecerienierienienieeieieee e 131
7. Diagram of SENtENCE SIIUCTUIE.......ccveeuerrieierierieeienteetesieeieeresieesesseesesenens 131
8. Correlation of voicing and aspiration in Sanskrit ..........cccooeverenerieneneenne. 169
9. Tree diagram of labial plosives in Ancient Greek ...........ccocoevveeeevirieeiennnns 170
10. Another model of the Ancient Greek triad...........cceoeevieoieiieieiieniiieeeee 171
11. Correlation bundle for labial plOSIVES ........ceecvereriierieniieiesieieeieseeie e 172
12. Diagram of relations among members of a correlation bundle................... 173
13. Tree diagram of North Zemaitic Tel$iai vowel classification .................... 175
14. Classification of C-class consonants..............ceceeerererereneneneseneneeneeene 177
15. Classification of consonants of the 7-subclass .........ccccooereieiencnieneneee 188
16. Tree diagram of consonant classification ............ccceevrererereneseseeieene 200
17. Tree diagram of the vowel phonemes of standard Lithuanian (version I)... 212
18. Tree diagram of the vowel phonemes of standard Lithuanian (version II).. 214
19. Tree diagram of Hawaiian consonant phonemes (model I)...........cceeueenee. 219
20. Tree diagram of Hawaiian consonant phonemes (model IT)..............c......... 220
21. Tree diagram of Hawaiian consonant phonemes (model III) ...................... 221
22. Three-dimensional model of the vowel system of standard Lithuanian..... 229
23. Three-dimensional model of Sanskrit plosives.........cccccveceniininieineennen 229
24. Spectral characteristics of North Zemaitic VOWelS ...........cccocovvvvevrerreeene. 238
25. Tree diagram of Turkish vowel phonemes...........ccceevvcverieriencieneecieneenens 246
26. Prosodic structure of the German word Bahnhofsvorsteher ....................... 284
27. Prosodic syllable types of standard Lithuanian...............ccccooeeeriiienennnnns 294
28. Syllable accents of long syllables (alternative version).............cccceeveeenee 295

LIST OF TABLES

DN AWK =

(o)

. Distribution of the consonants [t], [n] and [g] in Lithuanian.............c............ 57
. Distribution of allophones of the phonemes /l/, /n/ in Lithuanian.................. 61
. The phonemes /t/, /d/ and their most salient allophones in Lithuanian .......... 62
. The phonemes /k/, /t/ and their allophones in Lithuanian.............ccccoceeeeeenee. 63
. The distribution of short vowels and their allophones in standard

Lithuanian.......c.ocoiiiiiiii e 65
. The distribution of short vowels and their allophones in the South

AUKStaitic dialect......c.ooveiieiiiiiiiiiiece e 66
. Positions for the English consonants [h] and [1] ....ccceeeveviiienieienieieiee, 67

viii



List of Tables

8. Distribution of the Lithuanian affricates [t§], [dZ] and soft [t], [d] in non-

BOITOWEA WOTAS ..ottt 88
9. Distribution of Portuguese nasalized vowels and [an]-type sequences .......... 91
10. Distribution of Lithuanian mixed diphthongs and corresponding

heteroSyl1abiC SEQUEINCES .....c.vevvieierrieieeiesieetesteeieeseesaeeeesteensessresseessesseensesens 92
11. Distribution of Lithuanian pure diphthongs and corresponding

heterosyllabic SEQUENCES ........evuieuiiiieiiriiiieee e 93
12. Distribution of Lithuanian [i], [u] and [J], [V] .ecceeeevererienieenineeeeeee e 94
13. Distribution of S- and 7-type consonants in standard Lithuanian............... 152
14. Distribution of hard and soft consonants in standard Lithuanian ............... 153
15. Neutralization of 7-class consonants in standard Lithuanian ..................... 159
16. Phoneme matrix for the consonants of standard Lithuanian....................... 199
17. Distribution of the features of tenseness and quantity in standard

LItHUANIAN . .....eciiiiieieciieie ettt ettt s e s e teesbe b e beessesseesseeseensens 209
18. Matrix of vowel phonemes of standard Lithuanian (version I) .................. 211
19. Matrix of vowel phonemes of standard Lithuanian (version II)................. 213
20. Matrix of Hawaiian consonant phonemes (model I)..........cccceevvevveriennnnen. 219
21. Matrix of Hawaiian consonant phonemes (model IT) ............cccoeeveevenennnne 219
22. Matrix of Hawaiian consonant phonemes (model III).........c.ccceveevernennnn. 220
23. Vowel system of standard Lithuanian............cccocooeiiiiiinineneeeeee 223
24. Consonant system of Lithuanian...........c.ccceeeeririnineineineneinceecneenene 224
25. Values of F1 and F2 for standard Lithuanian and the North Zemaitic

RALECT ..ttt e 238
26. Acoustic distinctive features of standard Turkish vowel phonemes........... 245
27. Acoustic distinctive features of the vowels in standard Lithuanian ........... 248
28. Acoustic distinctive features of consonants in standard Lithuanian........... 249
29. Example of semantic componential analysis ...........cccocerererenereneneneenns 251

30. Interpretation of consonant softness in standard Lithuanian (version I) .... 259
31. Interpretation of consonant softness in standard Lithuanian (version II)... 259
32. Interpretation of consonant softness in standard Lithuanian (version IV).. 261

33. Distribution of “strong” and “weak” vowels in standard Lithuanian ......... 266
34. Prosodic types of Old Indic syllables.........c.cccuevieienieecienienieeiereeieeeeiene 280
35. Distribution of vowels and coda sonorants in Lithuanian stressed

SYILADIES ...ttt 290

X



NOTES ON THE TRANSLATION

In more specific contexts, I translated kalbéjimo aktas as either
“act of speech” or “act of speaking,” and in broader contexts simply as
“speech”; “speech act,” of course, has a different meaning in English
linguistic usage.

In most works in English, priegaidé is rendered “tone,” but
Girdenis emphasizes a distinction between “pitch accent” languages
(such as Lithuanian) and “tone” languages (in the narrow sense). The
term “intonation” would not have been suitable here (although the
equivalent is found in Russian and German), since it typically
suggests sentence or phrasal intonation. I therefore chose “pitch
accent” as the general term, with the particular expressions “circum-
flex accent” and “acute accent” (as well as “rising accent” and “falling
accent”).

For lapinis, 1 used “labial” for reference to consonants and
“rounded” for reference to vowels. Although this splits up the uniform
Lithuanian term, “labial” or “labialized” seems unusual with reference
to vowels, where the English linguistic tradition has “rounded” and
“lip-rounding” (“labialized” is used for labializuotas, with reference
to consonants).

The term junginys = Ru. couemanue (or nocredosamenvrocmp) =
Germ. Verbindung also presented a challenge. In cases where
reference is to the linear arrangement of phonemes, I generally
followed the American descriptivists in using “sequence”: “sequence
of vowels,” “phoneme sequence,” etc. Where reference is to a true
non-linear “combination” (say of prosodic and segmental features),
I used “combination.” I also followed the descriptivists in using
“cluster” in most cases for (priebalsiy) grupé = Ru. epynna (coznac-
HbIX).



Notes on the Translation

I generally used “(syllable) nucleus” for skiemens centras =
Ru. yemmp cnoca = Germ. Silbenkern, and “onset” and “coda”
for eksploziné (grupé) = Ru. sxcnnosuenasn (epynna) and imploziné
(grupé) = Ru. umnaosusnas (epynna).

For liezuvio priesakinis and liezuvio uzpakalinis (= Ru. nepeone-
sazviynoill and 3aonesszviunsiil), 1 used “apical” and “dorsal” respec-
tively, for want of equivalent terms, although “apical” is more re-
stricted in meaning than /ieZuvio priesakinis. In addition, alveolinis is
sometimes used in the original where it clearly means “alveolar” (and
I have translated it that way); elsewhere, it is used to describe what are
typically referred to as palato-alveolars in English linguistic literature.
In these cases, I used the latter term (cf. Girdenis’s discussion of
dental “hissing” sibilants as opposed to “alveolar” = palato-alveolar
“hushing” sibilants).

For the major dialect terms Zemaiciy and aukstaiciy, 1 used
“Zemaitic” and “Aukstaitic,” rather than the alternative “Zemaitian”
(or Samogitian) and “AukStaitian,” since | have always found the
latter terms a bit awkward—it seems unclear how to pronounce the -fi-
here in English.

Since most grammatical meaning is lost in English glosses,
I generally used interlinear-type glossing abbreviations and conventions
to represent grammatical categories of word forms where this is
important (for example, virsi [Vifsi] ‘boil-2SG.FUT’). A list of glossing
abbreviations has been included.

A number of typographic and citation errors in the original text
have been corrected. Abbreviations of dialect names (like DkS§ >
Dauksiai and GZ > Gizai) have been expanded to make the references
more convenient for non-Lithuanian readers. Occasional brief transla-
tor interpolations are enclosed in square brackets.

My special thanks to Aleksey Andronov (St. Petersburg) for his
valuable comments on a draft of this translation.

Steven Young
University of Maryland, Baltimore County
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Abbreviations

ABBREVIATIONS OF LANGUAGES

AND DIALECTS

Akkad. — Akkadian

Arab. — Arabic (Classical)

Bel. — Belarusian (Byelorussian)
Chin. — Chinese

Cz. - Czech
Dan. — Danish
Du. — Dutch

EAukst. — East AukStaitic
Eng. — English
Est. — Estonian
Fi. — Finnish

Fr. — French

Ger. — German
Gk. — Greek

Ha. — Hawaiian
Icel. —Icelandic
It. — Italian

Lat. — Latin

Latv. — Latvian
Lith. — Lithuanian

Norw. — Norwegian

NZem. — North Zemaitic

OCS - Old Church Slavic (Old
Bulgarian)

Olnd. — Old Indic

OPr. — Old Prussian

PIE — Proto-Indo-European

Pol. — Polish

Rom. — Romanian

Ru. — Russian

SAukst. — South Aukstaitic

SCr. — Serbo-Croatian

Skt. — Sanskrit (Old Indic)

Sp. — Spanish

Swed. — Swedish

SZem. — South Zemaitic

Ta. — Tahitian

WAukst. — West AukStaitic

Zem. — Zemaitic

ABBREVIATIONS USED IN GLOSSES

1, 2, 3 — first, second, third person
ABL — ablative
ACC — accusative

DAT — dative
DEF — definite (adjective)
DU — dual

F — feminine

FUT — future tense

GEN — genitive

IMP — imperative

INF — infinitive

SHORT-INF — short form (apocopated)
infinitive (-£)

SHORT-LOC — apocopated form of the
locative

INS — instrumental

LOC — locative

xii

M — masculine

N — neuter (predicate adjective and
participle)

NOM — nominative

PAP — past active participle

PL — plural

PNL — pronominal adjective

PPP — past passive participle

PRS — present tense

PRS-AP — present active participle

PST — past tense

REFL — reflexive

SBJV — subjunctive mood

SG — singular

SUPE — superessive

VOC — vocative



FOREWORD

The present work is a new, somewhat expanded and revised ver-
sion of Teoriniai fonologijos pagrindai ‘Theoretical Foundations of
Phonology’ (Vilnius, 1995).

We have attempted to maintain the structure of the basic text,
including the system of paragraphs and footnotes. Only obvious proof-
reading errors have been corrected; some formulations have been
extended and refined, and recent works by Lithuanian phonologists,
which fortunately have seen an increase in recent years, have been
taken into account, among them valuable dissertations devoted to
various aspects of dialectal phonology (for example, [Atkocaityté
2000; Bacevicéiuté 2001; Kazlauskiené 1998; Leskauskaité 2001;
Muriniené 2000]) and publications based on these. More recent works
on theoretical phonology have been utilized only in so far as they are
consistent with the main principles of classical phonology. The list of
references has been increased to some 950 titles.

Continuing a tradition begun in Kalbotyros darbai ‘Studies in
Linguistics’ (Vilnius, 2000-2001; see [Girdenis 2000b; 2000¢; 2001]),
I have included a table of contents, a foreword, and a summary in
another language (on this occasion, German*); the Russian summary
has been left as it was.

I am grateful to Dr. Skaidra GIRDENIENE and Vida KAROSIENE,
who helped prepare the German texts. Many thanks to Dr. Zaneta
MARKEVICIENE, the publication’s official reviewer, to editor Agota
SRIUBIENE, and to the State Commission on the Lithuanian Language
for their financial support of the book.

Vilnius, January 2002 Aleksas Girdenis

" The present translation does not include the German summary—TRANS.
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FOREWORD TO THE 1995 EDITION

1. The present work discusses and offers solutions to key issues
in the synchronic phonology of standard Lithuanian and its dialects,
and also sets forth a synthesized theoretical model of classical
(autonomous) phonology, crystallized over many years of reflecting
on the phonological nature of Lithuanian and its dialects.

The book limits itself to classical synchronic phonology, since
generative phonology is undoubtedly only an updated version of mor-
phonology, and should therefore be assigned to grammar (see, for
example, [Kurylowicz 1968b: 79; Linell 1977; 1979: 142; Dressler
1985: wviii, 1ff.]; cf. [Achmanova 1966: 52; Klimov 1967: 75;
Reformatskij 1975: 88ff.])." This, of course, does not prevent us from
applying certain phonetic results of generative studies and several
formal methods. We also take some account of more recent versions
of generative phonology—so-called autosegmental and metrical pho-
nology—although these seemingly represent a return to the classical
roots of phonology.

From a formal standpoint, the concept of general linguistics pre-
sented in this work is close to the well-known views of the Prague
Linguistic Circle (on the vitality of this school’s theoretical principles,
see, for example, [Fischer-Jorgensen 1975: 401-402]), but in no way
coincides with them. First, greater emphasis is placed here on techni-
cal aspects of identifying phonological units; it therefore seemed quite

" For a detailed critical analysis of the principles and methods of the genera-
tive school, see [Linell 1979; Kodzasov, Krivnova 1981 and references] (cf. also
[Klimov 1967: 10; Vinogradov 1976: 292; Anttila 1977]). As a kind of oddity
we might mention the highly subjective, scathing criticism of generative pho-
nology found in the article [Hammarstrom 1971]. We might add that from the
beginning, generativists have used the term morphonology, rather than phonol-
ogy (see, for example, [Chomskij 1965: 260 et passim]).

Xiv



Foreword to the 1995 Edition

appropriate to draw on the experience of descriptive linguistics, which
in its essence (though not of course in form) does not contradict
Prague School principles, already formulated in nuce by Saussure (see
[Sljusareva 1975: 83—84]). Secondly (and perhaps most importantly),
this book treats syntagmatic, rather than paradigmatic, relations as the
basis for distinguishing phonemes and their distinctive features, and
therefore makes broad and consistent reference to the Scandinavian
region, especially the achievements of the Copenhagen School in
theoretical ideas (see, for example, [Fischer-Jorgensen 1972 and refer-
ences; Sigurd 1955; 1965: 39; El’mslev 1960c: 59]), as well as the
works of the distinguished Polish linguist Jerzy Kurylowicz (for
example, [Kurylowicz 1960 = Kurilovi¢ 1962]), quite close in spirit to
the Copenhagen School.”> The numerous works of Russian phono-
logists have also been considered, especially those which provide a
comprehensive and sober assessment of the above-mentioned major
schools of modern linguistics (for example, [Ivanov 1962; Bulygina
1964; Arutjunova, Klimov, Kubrjakova 1964; Murat 1964; Postovalova
1972; Stepanov 1966; 1975a; 1975b; Stepanov, Edel’man 1976: 207];
see also fn. 1).

Reference to the ideas and methods of various schools should
not be viewed as a kind of eclecticism, since it has been apparent for
some time that all phonological theories have more in common than
they have differences (“Bo Bcex (OHOIOTHYECKHX TEOPHSIX TOPaszio
Oonbie obmiero, yem paznmuaroro” ‘all phonological theories have far
more similarities than differences’ [Zinder 1972: 134]), so that a syn-
thesis of various views very much suggests itself. Moreover, it has
long been observed that the major schools of classical phonology
harmoniously complement one another precisely because they focus
attention on diverse aspects of the expression plane (cf. [Macavariani
1965: 135-136; Klimov 1967: 49]).

The work also includes diachronic digressions; an indirect dia-
chronic orientation can also be found in certain typological compari-
sons. There is no question that Baltic linguistics has been and always

* But too perfunctory an approach to the material aspect of language and a
certain schematicity in this connection, characteristic of both glossematics and
some of Kurylowicz’s work (cf. [Ivanov 1954: 133, 135, etc.]), is scarcely
acceptable in a theoretical work wholly devoted to the living “substance” of the
standard language and its dialects.
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will be a historical discipline par excellence, and the present work is
essentially only a preliminary stage in contemporary diachronic
research. But it is perhaps not necessary to dwell in detail on diach-
rony, especially since it is covered in sufficient breadth and depth by
Lithuanian linguists themselves (see, for example, [Steponavicjus
1973-1975; 1982a; 1982b]).

2. Existing attempts at analyzing the phonology of the Baltic
languages and dialects reflect diverse approaches, often not explicitly
formulated, and are therefore in many cases not directly comparable
(for an overview of earlier studies, see [Klimas 1970], cf. also
[Schmalstieg 1958; Matthews 1958; Lelis 1961; Augustaitis 1964;
Ulvydas 1965; Kazlauskas 1966; Girdenis 1971b (= Girdenis 2000b:
211ft)); Toporova 1972; Sudnik 1975; Gar§va 1977a; 1977b; 1977c;
1982; Kosiené 1978; Kacjuskene 1984; Ambrazas 1985; 1997
(= Girdenis 2001: 200ff.); Jasitinaité 1993], also [Heeschen 1968;
Kenstowicz 1969; 1970; 1972]). Moreover, some of these works (for
example, [Schmalstieg 1958; Matthews 1958; Augustaitis 1964]) are,
we might say, only a reinterpretation of written texts and traditional
superficial phonetic descriptions, rather than the result of independent
observations of living language. Unfortunately, in almost all cases,
these studies lag far behind the classical interpretations found, for
example, in the works of Nikolai Trubetzkoy (see [Girdenis 1970b;
1977b (= Girdenis 2000c: 79ft.)]). Diachronic convictions and con-
jectures often adversely affect synchronic interpretations, promoting
the acceptance and defense of precisely those phonological treatments
which seem more easily derived from an imagined prehistoric situa-
tion (cf., for example, [Kazlauskas 1968a] and [Girdenis, Zulys 1972
(= Girdenis 2000b: 355ff.)]). A general theoretical foundation is thus
imperative for further progress in diachronic phonological research in
Baltic linguistics; key issues in the phonological structure of the Baltic
languages and especially Baltic dialects must also be addressed, at
least in a preliminary fashion. Also in need of serious theoretical re-
evaluation is the abundant research in experimental phonology (unfor-
tunately, hopelessly fading in recent years) being done by Lithuanian
and Latvian linguists (see the major survey works [Ceplitis 1974;
Pakerys 1982] and their reviews [Girdjanis 1976 (= Girdenis 2000c:
3671f.); Vitkauskas 1983a; Girdenis, Stundzia 1983 (= Girdenis 2000c:
400f1t.)]). Finally, it is now obvious that without serious phonological
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analysis even an adequate recording of dialects is impossible (cf.
[Ringgaard 1965; Vitkauskas 1983Db]).

3. An extensive list of bibliographic references (926 titles) and a
summary in Russian can be found at the end of the book. It was
decided not to include a summary in other languages; the exhaustive
German review of Fonologija ‘Phonology’ published in Baltistica
[Tekorius 1984] more than makes up for this. The Appendix presents
several supplementary tables and the more important phonostatistical
data.

4. As noted above, the present work is essentially only a new,
now fully scholarly, version of Fonologija ‘Phonology’, published in
1981. I am therefore grateful to all colleagues mentioned in the fore-
word to that publication [Girdenis 1981a: 5]. It is unfortunate that not
all of them will be able to read my appreciation.... Once again, I
would like to thank all of the book’s reviewers: Elvyra BUKEVICIUTE,
Valerijus CEKMONAS [1983], Simas KARALIONAS, William R.
SCHMALSTIEG [1983], Bonifacas STUNDZIA [1981; 1982; 1983],
Alfonsas TEKORIUS [1984], Vladas ZULYS, and also the notable
Russian linguists Tatjana BULYGINA-SMELIOVA, Viageslav IVANOV,
Jurij STEPANOV, Oleg SIROKOV, and Vladimir ZURAVLIOV, who
thoroughly evaluated both the book itself and the dissertation prepared
on its basis. I have tried to take their critical remarks into account,
though not always directly. I thank the orientalist Dalia SVAMBARYTE
for the Japanese examples and Oleg POLIAKOV, who carefully read
and corrected the first version of the summary.

The preparation of this work benefitted greatly from the advice
and subtle observations of its editor, Bonifacas STUNDZIA, and also
Lina MURINIENE; the bibliographic references were carefully handled
by Ruta BAGUZYTE and Giedré SUCKELIENE. A large portion of the
complex text was painstakingly entered onto a computer by Liucija
BUTKUONAITE. The book could not have appeared without the special
linguistic fonts designed by Mindaugas STROCKIS and Petras
SKIRMANTAS; the latter also managed the publication’s layout. I thank
them all sincerely, well aware that even the utmost gratitude will not
compensate for such immense, selfless, and dedicated work.

Vilnius, 1995 Aleksas Girdenis
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§1

I. THE PLACE OF PHONOLOGY
IN LINGUISTICS

1. BASIC CONCEPTS

§ 1. Phonology (Gk. pwv# ‘sound’, 16yog ‘word, study’) is the
component of contemporary structural linguistics which studies the
sound aspect of language.

Phonology arose as an independent discipline in the 1920s, es-
pecially through the efforts of Nikolai Trubetzkoy and Roman
Jakobson, Russian-born members of the Prague Linguistic Circle (see
[Vachek 1966: 18; Fischer-Jargensen 1975: 19-20; Zinder, Maslov
1982: 48]). Nevertheless, some key principles of phonology had been
formulated earlier. The Polish scholars Baudouin de Courtenay and
Mikotaj Kruszewski, founders of the so-called Kazan School, as well
as the great Swiss linguist Ferdinand de Saussure, are almost univer-
sally considered the pioneers of phonology (see [Bulygina 1964: 48—
49, 59-60; Fischer-Jorgensen 1975: 1; Saradzenidze 1980: 5361, 119
and others]).' It could be said that phonology was born when
Trubetzkoy and Jakobson brought together certain concrete phono-
logical ideas stemming from Baudouin de Courtenay’s school” and the

" For a brief overview of the history of phonology and its main directions (in
addition to those noted above), see [Achmanova 1966: 8-25; Reformatskij 1970;
Zuravlev 1979; Voronkova 1981: 76-113].

We might note here that the first Lithuanian to use the term phonology (not in
the meaning of true phonology, of course, but rather scientific phonetics) was
Antanas Baranauskas, as early as 1876, in a letter to Weber: “Tai prisieis per-
kratyti rusiszka fonologija ir su létuviszka sulyginti” ‘So Russian phonology
(our emphasis—A. G.) will have to be sorted through and put on a par with
Lithuanian’ [Baranauskas 1931: 69].

2Tt could be said that the influence of this scholar is now acknowledged by all
schools of phonology; cf. [Saradzenidze 1980: 11-12, 119-120].



§1 1. The Place of Phonology in Linguistics

new principles of general linguistics set forth in Saussure’s Course in
General Linguistics (Cours de linguistique générale, first published in
1916 [Saussure 1967]). Nevertheless, the principles of phonology
were intuitively grasped and even applied much earlier (see, for
example, [Benediktsson 1972: 35-38; Fischer-Jorgensen 1975: 141;
Girdenis, Pirockinas 1977-1978: 32-33 (= Girdenis 2000c: 29-31);
Jakobson, Waugh 1979: 29]). In the early twentieth century, several
more progressive linguists were already thinking phonologically; we
need only recall Lev Séerba’s study of Russian vowels, published in
1912 [S&erba 1983], or the third chapter of Edward Sapir’s Language
[Sapir 1949: 4253 = Sepir 1993: 57-67].

Of great importance for theoretical phonology are the works of
the Copenhagen School, or glossematics, especially those of its most
distinguished theoretician, Hjelmslev (for example, [EI’'mslev 1960a;
1960b; 1960c; Hjelmslev 1936; 1936-1937; 1938; 1959; 1963]). This
linguistic school especially promoted the significance of syntagmatic
relations and neutralization for the classification of phonological units
(and linguistic units in general), and demonstrated in actual studies
how to investigate language (and its phonological system) almost
without considering its material aspect. Directly or indirectly, almost
all works of Scandinavian phonologists are connected with the
Copenhagen School (see [Koefoed 1967]); the great Polish linguist
Kurylowicz relied on their ideas [Kurylowicz 1960; Kurilovi¢ 1962;
etc.]. Stratificational linguistics (for example, [Lamb 1966; Lockwood
1972a; 1972b]) and the distinctly original theory of two-level pho-
nology [Saumjan 1962] may be considered updated versions of glos-
sematics.

The methodology for establishing phonemes was perfected for
the most part by the American structuralists, adherents of so-called
descriptive linguistics, often simply called the descriptivists (see, for
example, [Bloomfield 1935 = Blumfild 1968; Pike 1947; Hockett
1955; Glison 1959; Harris 1963; etc.]). From this school there split off
generative linguistics, which somewhat later gave rise to generative
phonology (for its classical model, see [Chomsky, Halle 1968; Harms
1968]). There later arose many distinctive varieties of generative
phonology—natural phonology (for example, [Schane 1972; Schane,
Bendixen 1978]), autosegmental and metrical phonology (for example,
[Clements 1977; Hulst, Smith 1982; Goldsmith 1995]), and others.
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Only the more recent branches are close to classical schools of
phonology; “pure” generative phonology, as already noted, should
rather be considered a highly formalized morphonology.

§ 2. Structural linguistics differs from so-called traditional (or
classical) linguistics in several essential features. First, as the name
itself shows, it studies language not as a mechanical accumulation of
individual facts and expressions, but as a structure, in other words, as
a system in which everything is interconnected, in which every ele-
ment or linguistic phenomenon depends on other elements or phe-
nomena (see, for example, [Martine 1960: 90]; regarding this in
Baudouin de Courtenay’s theory, see [Saradzenidze 1980: 38-43]).
Thus the object of study in structural linguistics is first of all not
individual facts, but their totality and interrelations, which create so-
called linguistic structure (cf. [Stepanov 1966: 5; 1975b: 228-229]).
Secondly, structural linguistics, more consistently than other schools
of linguistics, defines and studies language as a system of signs, rather
than, say, a source of history, or a reflection of the psychology of
people and nations, or an aesthetic value [Vachek 1964: 115;
Sacharova 1974: 230]. Thirdly, structural linguistics vindicates the
synchronic (descriptive, ahistorical) study of language, considering it
not just equal to a diachronic (historical) study, but even more
important, since as a system of signs language can function only in
real time: speakers encounter only a single synchronic “slice” of an
actual language [Saussure 1967: 117 = Sossjur 1977: 114-115; Tezisy
1960: 69; Bulygina 1964: 49-50]. As we know, linguistics was
dominated in the late nineteenth and early twentieth centuries by the
view (perhaps most categorically formulated by the Neogrammarian
theoretician Hermann Paul [Paul’ 1960: 42-43]) that only historical
linguistics is scientific.

§ 3. The “primer” of the structural approach to language, already
formulated by Saussure and in part by Baudouin de Courtenay (later
essentially only refined and made more specific), can be concisely
summarized by a few twinned concepts or antinomies, all of which
seem logical and easily understood if we keep in mind that language is
a system of signs.

§ 4. If we consider language as a system of signs, we must
strictly distinguish the concepts of linguistic system and act of speech.
These were clearly distinguished by Saussure [Saussure 1967: 23-31],

3
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who applied the French term langue for the first and parole for the
second (in Russian the corresponding distinction is s3eix and peus
[Sossjur 1977: 46-53 et passim], in German Sprachgebilde and
Sprechakt or Sprache and Rede [Trubetzkoy 1977: 5; Heike 1972: 4-5;
Meinhold, Stock 1982: 11], in Polish jezyk and mowa [Saussure 1961:
24-32]. English usually uses Saussure’s French terms (for example,
[Hockett 1955: 176]), but language and speech are also found. Italian
linguists do not translate these terms either (for example, [Muljaci¢
1973: 27 et passim]; cf. Spanish lengua and habla [Alarcos Llorach
1975: 261]). Mechanically translating these terms into Lithuanian, we
have the artificially-formed equivalents kalba and sneka (first used,
apparently, in translation [Reformatskis 1963: 271f.]), but they do not
suggest the essential meaning of these concepts: Lithuanian kalba has
the meanings of both langue (Ru. s3wix) and parole (Ru. peuw):
“Gimtaja kalba (langue) pasakyta Vilniaus mero kalba (parole)
domino ne visus priémimo dalyvius” ‘Not all participants at the
reception were interested in the speech (parole) delivered by the
mayor of Vilnius in his native language (langue)’ [Lietuvos rytas,
1997-09-08, p. 2]. The artificial narrowing of the meaning of an
everyday word is not the best approach for creating terms. Since it is
necessary to distinguish these concepts only in special cases, word
collocations formed on the basis of the above German terms Sprach-
gebilde and Sprechakt are quite acceptable. The term kalba can
remain for the undifferentiated expression which Saussure termed /an-
gage, i.e., language in general. In certain cases, the terms kalba and
kalbéjimas (the latter corresponding to speech, parole), suggested by
Vincas Urbutis [1978: 41], are appropriate.

A linguistic system consists of rules and abstract elements on the
basis of which we are able to speak and understand language. Speech
is the actual stream of sounds or the symbols which substitute for
them (for example, letters, logograms, etc.), together with the concrete
information which they convey [Saussure 1967: 23-31 = Sossjur
1977: 46-53; Sljusareva 1975: 9-29; Kasevi¢ 1977: 10-18].> This
concept could also be rendered quite nicely by the term fext, suggested

V. Solncev maintains, on the basis of information theory, that language
should not be identified with a system, since speech (or more accurately, every
concrete example of speech: a text) also forms a system [Solncev 1977: 64]. In
this case, the meaning of system is undoubtedly not the usual one.

4
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by Polish linguists (for example, Tadeusz Milewski [1965: 61], Leon
Zawadowski [1966: 59—71] and others; cf. [Muljaci¢ 1973: 30]), if we
include here those concrete stretches of speech which are not recorded
by instruments or graphically (though of course they could be; on the
possibility of this interpretation, see also [Sljusareva 1975: 23-25]).

Generative linguistics uses the terms competence and perform-
ance in more or less the same meanings, and characterizes compe-
tence (i.e., linguistic system) figuratively as the apparatus residing in
the human brain which enables one to create (generate) and under-
stand acts of concrete performance (i.e., speech) or texts [Chomsky,
Halle 1968: 3; Kasevi¢ 1977: 108; Kodzasov, Krivnova 1981: 8]. For
our further presentation, this simplified account is quite sufficient, but
it is far from being the only one (opinions on Saussure’s concept of
parole are particularly varied).

It is quite clear that a linguistic system and act of speech cannot
exist without one another; they are simply two different aspects of the
same phenomenon (cf. [Serebrennikov 1983: 11-16]).

§ 5. In addition to linguistic system and act of speech, so-called
language norm is now sometimes distinguished (see, for example,
[Koseriu 1963: 173-175; Stepanov 1966: 5ff.; Sljusareva 1975: 27;
Verbickaja 1979]), an intermediate concept characterizing the material
properties shared by all (or more accurately, nearly all) acts of speech
within a language community, but not necessary for communication;
sometimes norm and system (or structure) are justifiably considered
two aspects, concrete and abstract, of a linguistic system (langue)
[Stepanov 1966; Alarcos Llorach 1975: 26]. For example, the norm
for standard Lithuanian requires that the consonant [r] be pronounced
as an alveolar trill with one or two strokes, but speech will be compre-
hensible and the linguistic system will remain intact if we pronounce a
trill of several strokes (like the Spanish [rr] in the word rato
‘moment’) or even a uvular trill. Norm, understood in this way (it is
close to the term uzus used by other linguists, cf. [El’mslev 1960c:
59])* must be distinguished from codification (prescription)—the

* This concept is already found in the works of the Neogrammarians (for
example, [Paul’ 1960: 51-54]).

It should be mentioned here that Hjelmslev also attributed to norm material
properties and phenomena which are usually (and undoubtedly should be) con-

5



§6 1. The Place of Phonology in Linguistics

intentionally formulated rules of a standard language, also sometimes
called norm (or norms; cf. [Girdenis, Pupkis 1978 (= Girdenis 2000c:
97ft.) and references]).

A linguistic system is more abstract than its norm, and a norm,
in turn, is more abstract than speech; the latter is always concrete,
connected with a certain time and place, and is distinguished by
unique, non-repeating, and in principle unrepeatable properties [Avram
1958] (cf. [Andreev, Zinder 1963: 21]). Nevertheless both language
norm and linguistic system can only be recognized from acts of
speech, in recording and analyzing texts of the corresponding lan-
guage.” Children also learn a linguistic system by observing and imi-
tating concrete manifestations of speech and accompanying actions
and reactions; deliberate instruction and correction by adults means
little here.

§ 6. As a system of signs, language has two planes—the content
plane ([Lith. turinio planas], Fr. signifié, Ru. o(60)3nauaemoe ‘that
which is signified’) and the expression plane ([Lith. israiskos planas],
Fr. signifiant, Ru. o(60)3nauarowee ‘that which signifies’) [Saussure
1967: 97-100 = Sossjur 1977: 98-100; El’'mslev 1960b: 305ff,;
Sljusareva 1975: 34; Serebrennikov 1983: 55-76] (cf. Ger. bezeich-
nete and bezeichnende [Trubetzkoy 1977: 5]). Other Lithuanian terms
are signatas and signantas or Zyminys and zZymiklis [Urbutis 1978: 56];
the latter term seems inconvenient because of its formation: deriva-
tions with the suffix -iklis are most often names of instruments.

All signs, linguistic and non-linguistic, exist on two planes.
Content is the information conveyed by a sign (a mental image, a con-
cept, etc.), its meaning; a sign’s expression consists of its material
embodiment—physical objects, their properties, location, etc. For
example, the content of a certain road sign consists of the warning
“Danger!” “Caution!” and its expression is a large black dot on a
white triangular panel.* The content of a traffic signal which stops

sidered elements of a linguistic system. As we know, for glossematics (and
stratificational linguistics, which developed from it), language and its system (its
“schema”) is a “network” of pure relations [Hjelmslev 1959: 27ff.; EI’'mslev
1960b: 308 et passim].

> One of the most interesting contemporary theories of language development,
especially its phonological aspect, is based on this fact (see [Andersen 1978]).

" A road sign found in Lithuania—TRANS.
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traffic is “Stop!” “Do not go!” and its expression is a red light. The
content of the root of the word églé ‘fir’ is the familiar coniferous tree
and its expression is the sound sequence [e'gl-]; the content of its
ending is “nominative singular” and the expression is the vowel [-¢].°

It is not difficult to understand that a sign is, by its very nature,
bilateral; it necessarily has both content and expression [Saussure
1967: 97-100 = Sossjur 1977: 98-100] (for another view, see
[Zawadowski 1966: 33; Solncev 1977: 105-106 and references]; for a
critical review, see [Serebrennikov 1983: 63ff., 314]). A red light in a
photographer’s laboratory is only an ordinary physical event and not a
sign. Nor would the command “Stop!” which arises in someone’s
thoughts be a sign until it is embodied as some physical event com-
prehensible to some person (a sound sequence, a light, etc.). Nor
would we consider the sound sequence [spra.iksta] (or Ru. xysopa
[ktzdra]) a Lithuanian sign, although it sounds like a real word.

§ 7. The connection between the content and expression of signs
(for example, words) is unmotivated, as if by convention [Boduén de
Kurtené 1963: vol. 1, 261-262; Saussure 1967: 100-103, 180-184 =
Sossjur 1977: 100-102, 163—-166; Sljusareva 1975: 40—44; Milewski
1965: 21; Koefoed 1967: 8-9] (cf. also [Saradzenidze 1980: 37-38,
105 and references]). This is most clearly shown by words of different
languages which have the same meaning, for example Lith. arklys,
Latv. zirgs, Ru. 1owaow, Cz. kin, Ger. Pferd, Eng. horse, Lat. equus,
Gk. immog, Skt. asvas, Sp. caballo, Dan. hest, Hindi ghora, Est.
hobune, Chin. md (cf. Meje 1938: 49]), and by homonyms—words of
the same language having the same expression but different meaning,
for example: banda ‘herd, flock’ and ‘loaf of bread’, sviestas ‘thrown’
and ‘butter’, and synonyms—words having the same meaning but
different expression: alsiioti and kvépiioti ‘breathe-INF’, métyti and
svaidyti ‘throw-INF’. Nor are derived words an exception here, since
there is no necessary connection between form and meaning for their
smallest (“terminal”) components. For example, we can explain the
meaning of the word arklidé ‘stable’ from the meanings of the basic
word arklys ‘horse’ (or the root [afkl-]) and the suffix -id(é), but in the

% This example may not be quite correct; cf. the interesting view of Sliusareva
that morphemes (or, more accurately, morphs) are not signs, but only sign-like
formations (3raxonooobnvie obpazosanus [Sljusareva 1975: 39-40 and 60]).
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contemporary language there are no rational grounds for why arklys
(or more accurately, its root) and -id(¢) have in fact this content, rather
than some other. Often there is even no connection between the
meaning of the components of a derived word and the content of the
entire word, cf. Zem. gaidkojé ‘chanterelle’ : gaidzio kéja ‘rooster
foot’, kaliké ‘footman (part of a spinning wheel)’ : kaliké ‘bitch
(dim.)’, saulasaré ‘sundew (plant)’ : *sdaulés dsara ‘sun tear’ (the sun
does not cry!), etc. It is true that in every language we can find words
whose content seems quite connected with their expression. These are
various imitations of natural sounds (so-called onomatopoeia), for
example, du ‘woof’, bé ‘baa’, mii ‘moo’, takst ‘tap!’, etc. But even in
this case there is no strict connection between content and expression,
cf. Lith. §vilpti ‘whistle-INF> and Pol. gwizda¢, Ger. pfeifen, Eng.
whistle, Dan. flajte, Fr. siffler, Est. vilistama; or Lith. kakariekii, Hindi
kukarii-kii, Eng. cock-a-doodle-doo ['kokodu:dl'du:], Chin. waé-wé.
However, words of this type are not quite normal, since their content
consists of the sound itself (cf. [Saussure 1967: 102 = Sossjur 1977:
102]). They occupy in language the same marginal place as, for
example, words used in “communicating” with domestic animals: #7rr
[tr] ‘whoa!’, §kac ‘shoo!, scat!’, tpritka tpritka ‘sound used in calling
a cow’, etc., which are generally not considered true elements of lan-
guage [Pazuchin 1963: 101]. In describing a linguistic system such
words are usually not considered or they are presented as special sec-
ondary members of the system [Trubetzkoy 1977: 230 = Trubeckoj
1960: 286] (see also § 168 and references).’

7 Of course, words in the system of a specific language are related in quite
diverse and complex ways, and therefore the arbitrary nature of their content and
expression may be quite limited (cf. [Stepanov 1975a: 304; 1975b: 264-265]).
Hence recent studies which in all seriousness attempt to demonstrate the organic
nature of a connection between content and expression are apparently not acci-
dental (for example, [Zuravlev 1974; Voronin 1982], among works of Lithu-
anian linguists: [Zabarskaité 1994]; for critical remarks, see [Solncev 1977:
129-136], cf. [Hockett 1968: 343-345]). Many of the facts and pieces of
evidence presented in works of this sort do not raise serious doubts, but we can
say quite confidently that so-called phonetic (phonosemantic) meanings are only
connotational nuances, reminiscent of the expressive properties of sentence
intonation and so-called emphatics (see § 17-18 and 66). Therefore, the
existence of such meanings would scarcely compel one to reject the view that
the relationship between non-expressive referential content and expression is

8
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The fact that there is no motivated, organic connection between
the content and expression of linguistic signs now seems self-evident.
But arriving at such an understanding is by no means as easy as it
might seem. In Ancient Greece, for example, quite a few philosophers
and linguists were convinced that the linguistic connection was
organic (Gk. @doer ‘by nature’) and long argued with those who
thought it was unmotivated and conventional (Gk. Géoer by con-
vention”).

§ 8. The concepts of synchrony and diachrony (Gk. ovv ‘with’,
o1g ‘through’, ypdvog ‘time’) occupy a significant place in contempo-
rary linguistic theory [Saussure 1967: 114-134 = Sossgiur 1977: 112—-
127; Sljusareva 1975: 87; Hammarstrom 1966: 64—66].

We deal with synchrony when we study language as a real
system of signs actually used by people living at a certain period of
time. Here the linguist steps into the position of the speakers of a
language, as it were, and observes facts from their perspective. As an
example of synchronic analysis and description we could first of all
point to the study of any aspect of a contemporary language: lexicol-
ogy, phonetics, morphology, accentology, syntax. But the investiga-
tion of a past language can also be synchronic, if we abstract ourselves
from time, from the earlier and later development of the language. It is
not at all difficult, for example, to imagine a synchronic grammar of
the language of Mazvydas, Sirvydas, Dauksa; synchronic studies of
Old and Middle English or German, etc., are well known. The focus of
attention in diachronic works is not so much the linguistic system
itself, as its development:’ the processes whereby one synchronic

nevertheless unmotivated (without this assumption, phonological and even
comparative-historical language studies would scarcely be possible; cf. [Meje
1938: 49-50]).

¥ These concepts were already distinguished by Baudouin de Courtenay (cf.
[Saradzenidze 1980: 43—49]), although he used the terms statics and dynamics,
which now have a different meaning (it has been shown that dynamism is also
characteristic of a synchronic system, see [Vachek 1968: 15-26 and references;
Jakobson, Waugh 1979: 165-173]).

? The language of every people, even the most primitive tribe, is a perfect
vehicle for communication [Sapir 1949: 22 = Sepir 1993: 41; Baugh 1990: 66].
There are perhaps backward and primitive peoples and tribes, but there are no
primitive languages. Therefore, it would be more accurate to depict language
change not as a development, but as an evolution or simply as change. Language
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§8 1. The Place of Phonology in Linguistics

system replaces another. A characteristic example of the diachronic
study of language is so-called historical grammar, as well as the
comparative grammar of the Indo-European languages. Dialect
researchers must always contend with various diachronic matters.

Structural linguistics, as mentioned above (§ 2 and references),
highlights the synchronic aspect of the study of language, since only
synchrony allows us to see a language as it really is, as it is used by a
real speech community. However, diachrony is also important, since it
is often only diachrony which allows us to fully grasp the essence of a
language, its concrete facts and even its systematic nature, and to
explain various phenomena which are inconsistent or even incompre-
hensible from a synchronic standpoint. Thus alongside such forms
as médis ‘tree-NOM.SG’, médj ‘tree-ACC.SG’, médyje ‘tree-LOC.SG’,
medeélis ‘tree (dim)-NOM.SG’, in contemporary Lithuanian we have
médzio ‘tree-GEN.SG’, médZiui ‘tree-DAT.SG’, medZin ‘tree-INS.SG’,
médZiai ‘tree-NOM.PL’, although bearing in mind other words of this
declension pattern we would expect either médis, médj, ..., *médio,
*médiui, or *médzis, *médzj, *médzyje, *medzélis, médziai, etc.
Indeed, alongside brolis ‘brother-NOM.SG’, we say brolio ‘brother-
GEN.SG’, broliui ‘brother-DAT.SG’ and alongside wosis ‘ash (tree)-
NOM.SG’, uosio ‘ash (tree)-GEN.SG’, wosiui ‘ash (tree)-DAT.SG’, etc.
This lack of regularity becomes fully understandable only once it has
been established that dz’ and ¢’ arose from the original clusters *dfi, *#i,
which lost the *i before front vowels and became affricates before
back vowels. Only knowing Leskien’s law (the shortening of acute
endings) can we understand the alternation -a : -o, -i : -ie, -u : -uo in
simple forms [of adjectives] and in pronominal and reflexive forms
(cf. gera ‘g00d-NOM.SG.F’ : gerd-ji ‘g0od-NOM.SG.F.PNL’, geri ‘good-
NOM.PLM’ : gerie-ji ‘g00d-NOM.PL.M.PNL’, nesi ‘carry-1SG.PRS’ :
nesuo-si ‘carry-1SG.PRS.REFL’).

is always changing, passing from one synchronic state to another, but it does not
become more perfect because of this. The illusion of an allegedly imperfect lan-
guage may come about when a people suddenly changes its cultural orientation,
i.e., when it begins to talk about completely new things. Therefore, with certain
reservations, we can speak of cultivated, or honed, and less-cultivated standard
languages, but in so doing we characterize not the linguistic system itself, but
only a certain functional style (thus a partial norm), especially its lexical variety
or lack thereof.

10



1. Basic Concepts §9

§ 9. Therefore, to better understand a contemporary language,
we must also study its development: its diachrony. Moreover, at any
moment in a language’s history, synchrony and diachrony are inter-
woven; there is no strict boundary between the two (see [Bulygina
1964: 5 and references; Stepanov 1975b: 260-264]). In every lan-
guage and dialect we can find archaisms slowly going out of use and
innovations which have not fully caught on; often speakers themselves
can give an entirely plausible diachronic characterization of such phe-
nomena, accurately indicating their “newness,” their “old-fashioned”
or “ordinary” character, etc. These can all be understood as special
stylistic variants. Thus the terms synchrony and diachrony refer not so
much to actual states of a language as to research perspectives or pro-
jections (cf. [Koseriu 1963: 148-155]). If we ignore the time factor,
stepping into the position of real speakers, we have a synchronic
investigation; if we include the time factor and examine various syn-
chronic “slices” of a language, we have a diachronic investigation. A
synchronic description of a language thus understood can be simply
regarded as one of the main stages in a diachronic reconstruction
[Stepanov 1975a: 119-122].

Nevertheless, in each concrete case these perspectives and pro-
jections need to be strictly distinguished (see, for example, [Saussure
1967: 129 = Sossjur 1977: 124; Kuznecov 1970a: 167]);'° otherwise
we will have a distorted or at least incomplete picture of the linguistic
system. As an elementary example, we can point to the word avide
‘sheepfold’. From a diachronic perspective, this is a clear derivative
formed from two stems: avi- ‘sheep’ and -dé ‘put’. The first stem con-
sists of the root av- and the stem formant -i; the second, of the root
(with a zero-grade vowel) d- (cf. dé-ti ‘put-INF’ : ifi-d-as ‘dish,
vessel’) and the stem formant -é. But in contemporary Lithuanian, this
word is simply considered a form derived with the suffix -id(é) (see
[Urbutis 1978: 159]; cf. the innovations arklidé ‘(horse) stable’,
karvidé ‘cowshed’, sunidé ‘kennel’, instead of the historically

' This had already been discussed by Baudouin de Courtenay [Boduén de
Kurtené 1963: vol. 1, 68].

The relationship between synchrony and diachrony is without question not
fully symmetrical. Diachrony always requires a solid synchronic (or typological)
foundation, while synchrony can get along perfectly well without diachrony (cf.
[Steblin-Kamenskij 1966: 67-68]).
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§ 10, 11 1. The Place of Phonology in Linguistics

“correct” *arklidde, *karvéde, *suiidé). We no longer have other com-
pound words with a zero-degree vowel; this type of ablaut has gener-
ally disappeared as a productive auxiliary means of word formation.
Nor is the Modern English word /ord a compound, although it arose
from the Old English compound #4l/aford ‘keeper of the bread’ (from
hlaf ‘bread, loaf” and weard ‘keeper’). If we were to consider this a
compound, we would have to assume fantastical synchronic phonetic
and semantic connections, no longer perceived by anyone (except per-
haps etymologists), with the words /oaf'and ward.

§ 10. All that has been said here now seems easily understood,
but the confusion of synchrony and diachrony is nevertheless not so
uncommon. For example, the ending of the dative singular form
Vilniui “Vilnius’ is sometimes described as consisting of the diph-
thong /ui/, while the ending of the locative Vilniuj, pronounced in the
same way, is presented as a combination of the phonemes /u/ + /j/,
since the latter ending is abbreviated from /uje/ (see, for example,
[Vaitkevicitte 1961: 41, fn. 12]). And instead of synchronically
explaining the formation of the verbal adverb, it is occasionally stated
in an otherwise synchronic grammar (for example, [Ulvydas 1971:
385]) that it arose from the old dative case of active participles (in
greater detail, see [Girdenis, Zulys 1973: 205206 (= Girdenis 2000b:
373-375) and references]). Such diachronic incrustations were common
in the works of nineteenth-century linguists; they wanted studies of a
descriptive nature to appear more scientific.''

§ 11. The concepts of syntopy and diatopy (Gk. témog ‘place’)
are now often distinguished [Hammarstrom 1966: 93-94 and fn. 199];
Saussure never mentioned these, but undoubtedly felt a need for them
(cf. [Saussure 1967: 128 = Sossjur 1977: 123]). Syntopy reflects the
study of the language of a single, specific location, single social stra-
tum, and single style. Works which use the data of various territorial
dialects, sociolects, and styles are diatopic. More broadly understood,
diatopy also includes language typology. Classical comparative-
historical linguistics is a distinctive synthesis of diachronic and dia-
topic research.

! Unfortunately sometimes even now, in writing (for example) “historical
grammar gives a scientific understanding of linguistic phenomena” [Zinkeviéius
1980: 9]; we indirectly suggest that a synchronic grammar is incapable of pro-
viding such an understanding.
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1. Basic Concepts §12

Only a syntopic study gives a true picture of a linguistic system.
If, in describing some language, we were to rely on the material of
various dialects, we would get a picture which has nothing in common
with a normally functioning system. For example, the facts of some
Lithuanian dialects would show that vowels in unstressed syllables are
only short, while the data of other dialects would show that they can
be both long and short; some data would show that Lithuanian has the
diphthongs ou, ei, while other data would show that it does not. In
some places, we would find one type of declension pattern for words
like klétis ‘granary’; elsewhere, we would find other types, and so
forth. Works on dialectology have therefore long distinguished mono-
graphic (syntopic) and geographic (diatopic) methods.

2. THE RELATIONSHIP BETWEEN PHONOLOGY
AND PHONETICS

§ 12. Phonology studies the expression plane of a linguistic
system, rather than all sounds of a language in general. It is therefore
interested only in those properties of speech sounds which allow us to
distinguish some units of content (referential meaning, see § 16, 21)
from others; that is, phonology forms the expression of signs and is
their material basis'> (see, for example, [Bloomfield 1935: 76-78 =
Blumfild 1968: 74-76; Trubetzkoy 1977: 14 = Trubeckoj 1960: 18;
Avanesov 1956: 17; Koefoed 1967: 17-18; Svedova 1970: 7:
Jakobson, Fant, Halle 1972: 1; Postovalova 1972: 121; Muljaci¢ 1973:
33; Philipp 1974: 9; Alarcos Llorach 1975: 28-29]). At the end of the
Lithuanian word dir ‘two’, for example, we almost always pronounce
an A-type element, and at its beginning, if we listen carefully, we can
hear a transitional nasal element. Both of these sounds are perfectly
audible when listening to a reversed tape recording: dit most often
sounds like [hudn]. Thus d often “consists” not of two, but of four
sounds: ["d°uh]. Nevertheless, a phonologist finds in this word only

"2In this context, Russian linguists often use the rather unfortunate term
3gykosas obonouxa ‘sound envelope’ (for example [Avanesov 1956: 7 et passim];
cf. Ger. Wortkorper or Zeichenkorper (plural) [Trubetzkoy 1977: 31 et passim;
Meinhold, Stock 1982: 14 et passim]). Kazlauskas [1966: 75] sporadically tried
to introduce into Lithuanian the slavish translation garsinis apvalkalas.
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§13 1. The Place of Phonology in Linguistics

two sound units, since it is the same word for all Lithuanian speakers,
whether pronounced with an initial ["] (so-called prenasalization) and
a final [h] or not. A “naive” speaker will also only hear two “sounds”
here, since from an early age he or she is accustomed to reacting only
to those properties of sounds which distinguish content. A speaker’s
reaction will be completely different if in this word we replace [d°]
with [t°], and thus get the new sound sequence [t"u(h)]. The speaker
will notice this change immediately, since in this case it is not just the
sound of the word which has changed, but also its meaning ([t"u(h)] =
t ‘you’). This shows that the phonetic difference ['d’] and [d°] is
phonologically insignificant, while the difference between [t°] and [d’]
is phonologically significant.

Only phonologically significant, or relevant, sound features and
distinctions form the object of phonology (cf. [Mulja¢i¢ 1973: 31-33;
Alarcos Llorach 1975: 29]). The physical salience of features, or lack
thereof, does not play a great role here. A quite distinct sound or fea-
ture, easily picked up by a recording device, may be phonologically
insignificant, while a barely noticeable sound or property, even one
difficult to record, may be significant. Thus, between [d] and [r], [g]
and [r] (in words of the type draiigas ‘friend’, groZis ‘beauty’), we
pronounce a “parasitic” vowel, clearly seen even on oscillograms or
kymograms of poor quality (see, for example, [Ekblom 1922: 15, 20;
Kaciuskiené, Girdenis 1982 (= Girdenis 2000c: 268ff.)]). However, it
always appears spontaneously between these sounds and therefore
cannot be relevant. But the extremely reduced vowel pronounced at
the end of forms of the type §a.k “Sake” ‘branch’ in North Zemaitic
dialects (Mazeikiai, Seda, etc.) is barely shown in a direct way by
recording devices, yet it is nevertheless phonologically significant,
since it distinguishes, for example, forms such Sa.k® “sake, -¢”
‘branch-NOM.SG/ACC.SG’ : Sa.k’ “Sakj” ‘Sakys [surname]-ACC.SG’, dk®s
“akis” ‘eye-NOM.SG’ : ak's “akis” ‘eye-ACC.PL’, etc. (see [ZinkeviCius
1966: 117]. On the difficulties faced by non-native linguists attempt-
ing to distinguish and record these sounds, see [Tolstaja 1972] and
[Girdjanis 1977: 305 (= Girdenis 2000c: 383f))]).

§ 13. The phonological significance, or relevance, of certain
sounds or their features is not universal; it depends on a specific dia-
lect or language (cf. [Martine 1963: 410]). For Lithuanian speakers,
for example, an [h]-type sound following a final vowel is not relevant,
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2. The Relationship between Phonology and Phonetics § 14

and therefore not even noticed; but for Indonesian speakers it is an
important phonological unit, often distinguishing words which are
exactly the same in other respects: dara ‘gitl’ : darah ‘blood’, kuku
‘(finger)nail’ : kukuh ‘sturdy, stable’. A Lithuanian aspirated [t‘], pro-
nounced only at the end of a word, easily alternates with an unaspi-
rated [t] without changing either lexical or grammatical meaning (cf.:
[kasme-t'] = [kasma&'t] “kasmér’ ‘yearly’, [tak‘] = [fak] “lak” ‘lap-
28G.IMP’). In Swahili (Africa) and Old Indic, aspiration (usually
transcribed with the letter /) is a relevant phonological property:
Swabhili thembo ‘elephant’ : tembo ‘wine’, Skt. khalas ‘villain’ : kalas
‘mute person’, phalam ‘fruit’ : palam ‘drop; meat’, rathas ‘cart’ :
ratas ‘satisfied’. In the languages of Europe, relative pitch may be just
an individual trait or a component of sentence intonation; in other
world languages it is often the same sort of phonological unit of a
word as vowels or consonants, cf. Yoruba (Africa)”® abd ‘part’ : aba
‘warehouse’ : aba ‘situation’ : aba ‘a species of tree’, fo ‘break-INF’ :
fo ‘wash-INF’ : fo ‘speak-INF’. Thus, a decision regarding what is
phonologically significant and what is not in a particular language or
dialect can only be made by speakers of that language or dialect: so-
called informants."* There are no devices with which we could
objectively establish phonological units. Instruments analyze sounds
as purely physical phenomena, and, to the extent permitted by the
technology of a particular period, capture all of their properties
indiscriminately—those which are phonologically significant and
those which are not (cf. [Fant 1964: 161]). Therefore progress in
instrumental phonetics cannot have a decisive impact on phonology
(cf. [Klimov 1967: 38]).

§ 14. All phonetic properties occurring in acts of speech, whether
relevant or not, are studied by another discipline, in some sense
occupying an intermediate position between linguistics and the natural
sciences (mainly physics and physiology). This discipline is tradi-
tionally called phonetics (from Gk. 7 [téyvy] pwvnticy ‘[the art of]
sounds’). The branch of phonetics which focuses on the acoustic

" The grave ['] here denotes low tone, acute ['] denotes high, and lack of a
mark—middle tone.

' Therefore, even the best phoneticians make many mistakes when they try to
record the data of a foreign language or dialect before analyzing their phono-
logical systems (cf. [Ringgaard 1965]).
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§14 1. The Place of Phonology in Linguistics

(physical) properties of sounds is in some of its methods essentially
applied physics;'"” the branch of phonetics which studies the articula-
tory properties of sounds could be considered applied physiology
(and, in part, anatomy). Of interest to the specialist in this area are not
just those sounds and their properties which allow us to convey and
distinguish meaningful units, but also those which do not perform any
function. The above-mentioned transitional ["] and [h]-type conso-
nants sometimes heard in the word di ‘two’ are just as important an
object of phonetic investigation as any other sounds. Of course, “pure”
phonetics also seeks generalizations in individual acts of speech, but
the direction and nature of this research is determined not so much by
the function of the phenomena in question as by various methods for
classifying and analyzing sounds which are independent of an actual
language, and also by principles of mathematical statistics and induc-
tive logic common to all empirical sciences.

Classical phonologists (for example, Trubetzkoy) were con-
vinced that phonetics and phonology are entirely distinct branches of
science [Trubetzkoy 1977: 5-17 = Trubeckoj 1960: 7-22; Vachek
1966: 42-43] (for a survey of opinions and arguments see [Bulygina
1964: 59-62; Fischer-Jorgensen 1975: 22-23]); only phonology is a
linguistic discipline, while phonetics should be assigned to the natural
sciences [Trubetzkoy 1977: 12—14 = Trubeckoj 1960: 16—17]. Such an
approach is, of course, not impossible, since, viewed abstractly, the
study of sounds as purely physical phenomena should not belong to
the social sciences—linguistics. In fact, however, there is no “ideal”
phonetics which would completely neglect the function of sounds, and
there never has been. Every phonetic study relies, either consciously
or intuitively, on a phonological analysis [Zwirner, Ezawa 1966:
106ff.; Zinder 1979: 8]. Even the purest experimental phonetician
carefully studies only those sounds or their properties which perform
(at least in some language) a phonologically distinctive role (cf.
[Hammarstrom 1966: 2 and references]). On the other hand, phonol-
ogy cannot completely dissociate itself from pure phonetics and its

' This status of acoustic phonetics has been officially recognized in Poland;
here serious work in experimental phonology is published in the series Biblio-
teka mechaniki stosowanej (‘Library of Applied Mechanics’); see, for example,
[Jassem 1973)).
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2. The Relationship between Phonology and Phonetics § 14

discoveries, since even the most abstract phonological units and rela-
tions are found only in specific acts of speech and are described only
by means of phonetic categories and concepts (cf. [Lehiste 1970: vi]).
Even Trubetzkoy himself could not avoid this; indeed, his entire clas-
sification of phonemes, and even definitions of the vowel and conso-
nant classes, is completely phonetic rather than functional [Trubetzkoy
1977: 82—83 et passim = Trubeckoj 1960: 102—103 et passim].

With this in mind, many theoreticians of contemporary linguis-
tics are justifiably persuaded that pure phonetics and phonology are
not independent branches of science, but two aspects of a single
broader linguistic discipline [Malmberg 1971: 9-12, 233 et passim;
Bernstejn 1962: 64; Martine 1960: 97; Pilch 1964: 102—-104; Cacher
1969: 8-11; Linell 1979: 30-31; Zinder 1979: 4-12] (for a survey of
views, see [Postovalova 1972: 127-129]).'° Most often this discipline
is called phonetics (in the broad sense); sometimes the term phonology
is also used for this purpose, especially when speaking about phonetic
research which is strictly subordinated to contemporary principles of
phonology. Russian linguists, beginning with S&erba, one of the pio-
neers of phonology, usually use the first term, and almost all maintain
the view that speech sounds are studied by a single discipline, pho-
netics (in the broad sense) [Zinder 1979: 4ft.], which consists of two
relatively independent disciplines: phonology and pure phonetics (or
phonetics in the narrow sense). This is undoubtedly the most natural
and realistic approach. It was apparently not formulated or accepted
by the classical phonologists because they wished to emphasize the
originality and novelty of their theory and dissociate themselves as
much as possible from traditional phonetics (cf: [Postovalova 1972:
127 and references; Fischer-Jargensen 1975: 23]). In so doing, they
intentionally or not lost sight of the significant and obvious fact that
phonetics and linguistics in general has from the earliest times been

'® Martinet [1949], in attempting to bridge the gap between phonetics and
phonology, suggested calling phonology functional phonetics. The descriptiv-
ists, generally speaking, did not arrive at a single opinion; we could take as most
characteristic the view aphoristically formulated by Pike: “Phonetics gathers raw
material. Phonemics cooks it” [Pike 1947: 57]. The extremely close connection
between phonetics and phonology was also discussed by Fischer-Jorgensen, who
was close to the proponents of glossematics [1962: 120; 1975: 22-23] (cf.
[Philipp 1974: 9]).
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§15 1. The Place of Phonology in Linguistics

governed by implicit (unconscious and not clearly formulated) pho-
nological principles (cf. [Voronkova 1981: 6-7]). That these princi-
ples were already spontaneously grasped in ancient times is shown by
so-called phonetic writing systems, such as those of the ancient
Greeks and Romans and even the Indic devanagart.'” Rather than con-
crete sounds, these express only phonologically significant phonetic
elements and are thus in fact phonological.

Too strict an opposition between phonetics and phonology,
originally not difficult to understand, has now become an anachronism
impeding the actual practice of the discipline, sometimes even pre-
venting a deep and thorough investigation of some phonetic aspect of
a language or an explanation of its development (see, for example,
[Ivanov 1954: 133]).

3. THE FUNCTIONS OF SPEECH SOUNDS
AND THEIR FEATURES

§ 15. As we have already noted, phonology distinguishes and
studies only those sounds and their features which perform a certain
distinctive function; that is, which convey and distinguish a certain
content. Three main functions of speech sounds are most often distin-
guished: representative, expressive and appellative (Ger. Darstel-
lungsfunktion, Kundgabefunktion, Appellfunktion [Trubetzkoy 1977:
17-29], Ru. penpezenmamusnas (9KCnauKamueHas), IKCNPeCcCusHas,
anemnamusnas pyuxyus [Trubeckoj 1960: 22-35]; for an elaboration
of the Russian terms, see [Bulygina 1964: 62, fn. 66]). Other terms are
also found: symbolic, symptomatic, actuative function (cf. Sp. funcion
representativa, sintomatica, actuativa [Alarcos Llorach 1975: 33-34],

' For various reasons (especially sound change), a writing system can diverge
considerably from a phonological system. This has happened, for example, in
Modern English and French, where spelling is almost entirely based on the
so-called historical (or traditional) principle. But perhaps the most complex
alphabetic writing, the furthest removed from pronunciation, is that of Irish:
caoirtfheoil [K“i:r'o:l'l ‘mutton’, cheannuigheas [¢ani:s] ‘bought-1SG.PST’,
deirbhsheathar [d't'ife:r] ‘sister-GEN.SG’, i n-a shuidhe [ns hi:] ‘(he is) sitting’,
seachnochad [Saxno:d] ‘protected’ [Gercenberg 1970: passim]. One could
almost say that these are logograms composed of Latin letters.
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3. The Functions of Speech Sounds and Their Features § 16,17

It. funcione simbdlica, sintomdtica, appellativa [Muljaci¢ 1973: 34—
35)), referential, emotive, conative function [Jakobson 1960], etc. This
lexical variety in expressing the same concepts undoubtedly arose due
to different translations and explanations of Karl Biihler’s basic terms
(the above-mentioned Ger. Darstellungsfunktion, Kundgabefunktion,
Appellfunktion, cf. [Bjuler 1960b] and [Trubetzkoy 1977: 17-18 and
fn. 1 = Trubeckoj 1960: 22, fn. 1]).

§ 16. Having representative function (from Fr. répresentatif «—
Lat. repraesento ‘1 represent’) are those sounds, sound sequences, or
sound properties which represent referential (that is to say, intellec-
tual) content and create and distinguish its expression. For example,
the sound sequence written “Prasidéjo karas” ‘The war began’ (and
its final fragment kdras, and even the separate initial element of this
fragment, [k]) performs a representative function, since it represents a
clear content: the phrasal element which would remain nearly
unchanged when translated into different languages (cf. Ru. Hauandce
eotina, Latv. Sdkds kars, Eng. War broke out, Ger. Der Krieg brach
aus, Fr. La guerre a commencé) and which allows one to understand
this content and distinguish it from other content. Without such “rep-
resentatives,” phonetic or otherwise, content arising in the mind or
experienced by someone would remain inaccessible to others; it would
often even be difficult to remember.

Units and properties of sound which perform a representative
function are phonological units [cf. Vachek 1967b]. They are studied
by phonology.

§ 17. When we speak, we most often express not only pure ref-
erential meaning, but also, consciously or unconsciously, we evaluate
this meaning and our interlocutor; we display a certain attitude with
regard to both. Those sound properties which directly reflect this atti-
tude or evaluation have so-called expressive (from Fr. expressif <«
Lat. expressus ‘distinct, clear’) or emotive function. The main role
here falls to various markers of phrasal intonation—modulations of
pitch and vocal strength, rate of speech, and, in part, voice quality (see
in detail [Ceplitis 1974: 188ff.]). For example, an unnaturally high
pitch and fluctuating vocal strength usually reveal a speaker’s agita-
tion, while a strong labialization and nasalization of sounds shows
tenderness or affection [Ceplitis 1974: 192—194], etc. Individual pho-
netic properties and even certain “special” sounds can also have an
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§17 1. The Place of Phonology in Linguistics

expressive function. In Lithuanian, for example, intensive long conso-
nants against a background of unusually shortened vowels often
expresses anger: [r'up‘uzZe's] “Ripiizés!” ‘Toads!’ : [rruppu.Ze.s],
[kai.k" t§e] “Kaitk ¢ial” ‘Cry about this now!” : [kkonik® t§z];'® often
in such cases vowels are more fronted and delabialized: [Zalfi* t°u]
“Zalty ti]” “You snake!” : [Ziasifi. te1!]."” Prolonged vowels against a
background of normal or weakened consonants expresses submissive-
ness, humility [b°uufi'(k) gea&ras!] “Bik géras!” ‘Be good!” (cf.
[Bikul¢iené 1975]). Zemaitic speakers (and perhaps speakers of other
dialects) even have a special vowel which performs only expressive
function: cf. the normal exhortation douk “duok™ ‘give-2SG.IMP’ and
the impatient, insistent command or request douk-2 ‘Give it here!’.
This vowel is sometimes also tacked on when answering a bothersome
command or request: kas fu_19.ng” iSkio.5? — vaks-o (Tirksliai)
“Kas tq ldngq (atsitiktinal) ismisé? — Vaikas (sakaii as tau!)” *Who
(accidentally) broke the window? The child (I'm telling you!)’ (see
[Girdenis 1968a: 53-54 (= Girdenis 2000b: 167-169);, 1971b: 24
(= Girdenis 2000b: 215)]; on its possible origin, see [Girdenis 1982a:
186 (= Girdenis 2000c: 281), fn. 24]).

Often considered expressives are those phonetic phenomena
which characterize a speaker as a representative of a certain group
(gender,” social group, class); hence everything that provides direct
information about the speaker himself, rather than the referential con-
tent of speech.

Elements performing an expressive function are also signs (some-
times they are referred to by the special term emphatics [Laziczius

'® The same features in other languages may have a representative function: It.
beco ‘fool’ : becco ‘beak’, bruto ‘wild animal’ : brutto ‘ugly’, colo ‘sieve’ :
collo ‘neck’, sera ‘evening’ : serra ‘dam’, Sp. caro ‘dear’ : carro ‘two-wheeled
cart’, maron ‘sturgeon’ : marron ‘brown’, pera ‘pear’ : perra ‘bitch’, Kurdish
diran ‘tooth’ : dirran ‘bark-INF’, kar ‘piece’ : karr ‘deaf’.

" The transcription of expressive and other “non-standard” examples is
approximate, since there are no symbols with which we might more adequately
represent these sounds.

% For example, the female “dialect” of Chukchi has the affricate [ts], which is
alien to the male “dialect”; in Lithuanian Northwest Zemaitic dialects, the
vowels [a‘] and [a.] are especially strongly labialized (nearly to [4‘] and [&.]) by
female speakers [Girdenis, Riaubiskyté 1981: 92 (= Girdenis 2000c: 254)] (for
more examples, see [Trubetzkoy 1977: 21-22 = Trubeckoj 1960: 26-27]).
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3. The Functions of Speech Sounds and Their Features §18

1936]); they also have both material expression (the above-mentioned
phonetic properties) and a certain more or less clear content. These
features convey emotional information. Such signs, as we have seen,
are variously interconnected with signs expressing referential informa-
tion. It goes without saying that expressive signs can be the object of
scientific investigation. But they most likely do not belong to a
linguistic system [Pazuchin 1963: 99-101] (cf. [Rensky 1966: 100-
102]) and are therefore not of direct interest to phonology.”’ They
would be studied by another discipline, which Trubetzkoy called
sound stylistics (Ger. Lautstilistik [Trubetzkoy 1977: 28]). To date,
this promising area of research is only at an embryonic stage of
developrnent,22 and its issues are only partially addressed by the com-
prehensive, partly phonological, partly phonetic, and partly grammati-
cal discipline of intonology (see [Ceplitis 1974: especially 177-199;
Svetozarova 1982: 22-241]).

From a phonological standpoint, phonetic properties and indi-
vidual sounds with only expressive function are irrelevant or non-
essential, since they do not convey or distinguish referential (intellec-
tual, non-emotional) content. Nevertheless, they should not be entirely
forgotten in a broader phonological work. Especially deserving of the
phonologist’s attention are those expressive features which function as
phonological units in typologically (or diatopically) close languages
and dialects.

§ 18. The third function of speech sounds is the appellative
(from Fr. appel ‘appeal’, Lat. appello ‘1 address, | greet’). By means
of appellatives (or vocatives), a speaker attempts to directly influence
a listener: to encourage the listener to act in a certain way, to evoke
certain emotions and moods without necessarily experiencing them
himself [Trubetzkoy 1977: 24-27 = Trubeckoj 1960: 30-34; Alarcos
Llorach 1975: 33-34]. For example, in Even (Eastern Siberia), when
calling or addressing someone, the vowel [e:] is added to the end of a
word: ampwm ‘1 have arrived’ : ompwm'’-é ‘1 have arrived!’, xoduxon

*! Trubetzkoy himself considered this function linguistic: cf. his term Ger.
Kundgabephonologie [Trubetzkoy 1977: 20] = Ru. skcnpeccusnasn ¢hononocus
‘expressive phonology’ [Trubeckoj 1960: 25].

** Phonostylistics, which arose later (see [Muljagi¢ 1973: 35; Svetozarova
1982: 10 and references]), is concerned with a much narrower sphere of issues
(mainly the nuances of sentence intonation connected with speech.)
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§ 18 1. The Place of Phonology in Linguistics

‘friend’ : xa0uksr’-¢ ‘(Oh) friend!” [Novikova 1960: 46]. This func-
tion is also performed by stress retraction, characteristic of the voca-
tive in certain Lithuanian dialects: SAukst. judzuli, Sir.deela “Juoziili,
Sirdele!” ‘Juozulis, dear!’, Zem. feva.li “tévelil” ‘Dad!’, vakalé
“vaikéliai!” Children!”.”’

The optionality of expressing emotional experience is presum-
ably the main distinguishing feature of the expressive and appellative
functions, since generally they are so interwoven that it is rare that we
can clearly say whether a certain concrete phonetic phenomenon is
expressive or appellative. For example, the above-mentioned drawn-
out intonation of an earnest request [b°uufi‘(k) gea&-ras!] “Biik
géras!” ‘Be good!’ indicates simultaneously the particular mood of
the person making the request and his or her attempts to influence
another person; it thus combines both expressive and appellative
aspects. For this reason, both functions are often combined into a
single interpersonal or simply expressive function (in the broad
sense)™! (see [Laziczius 1936: 57; Jakobson, Halle 1962: 469 =
Jakobson, Challe 1962: 237; Milewski 1965: 13-26; Alarcos Llorach
1975: 34]; cf. Kuznecov’s terms mooanvhbie npuzHaxku = 3KCHPeCccus-
nole npuznaxu ‘modal features = expressive features’ [Kuznecov
1970a: 180]).

This conflation of functions is convenient, since it is important
for the phonologist to distinguish representative and non-representa-
tive phenomena (in other words, those which belong to a linguistic
system and those which do not). Combining non-representative func-
tions into a single function makes this distinction even clearer and
more natural. In so doing, we do not deviate a great deal from the
practice of classical phonology, since even Trubetzkoy, who formally
distinguished two non-representative functions, in fact treated them as
two aspects of the same phenomenon and considered both to be
objects of sound stylistics, rather than phonology [Trubetzkoy 1977:
28-29 = Trubeckoj 1960: 35].”

> It was Simas Karalitinas (personal communication) who first drew my atten-
tion to the possible appellative function of stress retraction in these word forms.

* When emotions are expressed by ordinary lexical and grammatical means,
speech has a representative, rather than expressive, function [Pazuchin 1963: 98].

» Apparently Trubetzkoy had complete confidence in Biihler’s above-
mentioned schema [Bjuler 1960b: 25] and tried to accommodate to it real facts
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3. The Functions of Speech Sounds and Their Features § 19,20

§ 19. Language itself, and its individual elements, also performs other
functions [Jakobson 1960; Vachek 1966: 331]. In cases where the object of an
act of speech (the referent) is the language itself or its various features, we have
the so-called metalinguistic function. Included here are various definitions of
word meanings, remarks on the peculiarities of an interlocutor’s speech, etc.
Where a certain value represents not only the content of an act of speech, but
also its expression, language performs not just a representative function, but also
a poetic function, broadly understood. It is not only the works of good poets that
have this function; even utterances such as Kas kas, tas ir les “Who digs, will
peck (food),” Kaip pasiklési, taip ismiegési ‘As you make your bed, so will you
sleep’, and they are interesting not just for their content, but for the way they
sound. Speech which simply maintains contact between speakers and does not
attempt to convey any important information performs a phatic function (Gk.
padric ‘rumor’). Included here are various conversations, which neither inform
nor oblige, about the weather, about people and events well-known to one and
all, as well as greetings, wishes, etc. This function plays a significant role in
social life, since often (perhaps most of the time) we speak not for the purpose
of conveying to one another our great original thoughts or some unusually
important news, but simply to maintain human relationships [Pride 1977: 288—
289].

It is not difficult to see that there are certain links between the metalin-
guistic and phatic function on the one hand, and the so-called appellative func-
tion on the other, and between the poetic and expressive functions. But these
relations should be dealt with by semantics, rather than phonology. For phonol-
ogy, only those functions are relevant which are represented by units of expres-
sion of language and speech, rather than language as a whole. Hence it suffices
here to distinguish representative and expressive (emotive and appellative)
sound units and features. Phonology is not concerned with either the validity or
nature of content.

§ 20. The representative function is the most important and
complex function, and therefore we usually distinguish three of its
more concrete aspects, three partial functions: distinctive, culminative,
and delimitative (Ger. bedeutungsunterscheidende or distinktive,
gipfelbildende or kulminative, abgrenzende or delimitative | Funktion]
[Trubetzkoy 1977: 29], Ru. cusicropaznuuumenvuas or OucmuHKmug-
Has, 8epUUHO0OpA3YIOWas O KYIbMUHAMUBHAS, OeNUMUMAMUEHAS
[@yHryus] [Trubeckoj 1960: 36-37]). Jakobson used hierarchically-
grouped terms: distinctive function is opposed to configurative, and
configurative is further divided into culminative and demarcative (i.e.,

and observations. (Note that the actual number of functions may also depend on
a specific language.)
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§21,22 1. The Place of Phonology in Linguistics

delimitative) [Jakobson, Halle 1962: 469 = Jakobson, Challe 1962: 237;
Jakobson, Fant, Halle 1972: 15]. Culminative function is sometimes
called contrastive (for example, [Martine 1963: 409; Alarcos Llorach
1975: 37]) and distinctive is also called oppositional [Martine 1963:
408] or differential [Alarcos Llorach 1975: 36].

§ 21. Those sounds and phonetic features which distinguish
certain referential (semantic or grammatical) meanings from others
perform a distinctive (distinguishing) function (from Lat. distinctus
‘difference, distinction’ «— distinguo ‘I distinguish’). The Lithuanian
consonants [k], [g], [b], [m], for example, have this function, since
they allow us to distinguish words such as garas ‘steam’ : karas ‘war’ :
baras ‘strip (of land); bar’ : mdras ‘plague’, which are in other
respects identical. The vowels [a] and [a’] also have this function; they
distinguish the words kasti ‘dig-INF’ : kgsti ‘bite-INF’, and grammat-
ical forms such as nominative singular duona [d"(ona] ‘bread-
NOM.SG’ : accusative singular diong [d*ona’]. Also distinctive are the
pitch accents of the words /laik ‘Get away!’ : lduk ‘wait-2SG.IMP’,
vifsiu ‘overturn, fall-1SG.FUT’ : virsiu ‘boil-1SG.FUT’, which have the
same consonants and vowels. Sounds and phonetic features having
this function are distinctive units of language.

In the phonological system of every language, distinctive units
are the most important—they form the basis of a language’s expres-
sion plane. For this reason, the concepts of distinctive unit and pho-
nological unit are sometimes unjustifiably identified.® This identifi-
cation is based on a false conclusion from the correct fact that all lin-
guistic phenomena which have a distinctive function are phonological
units. What is forgotten here is that the concept of phonological unit is
broader than the concept of distinctive unit: every distinctive unit is
phonological, but a language can also have phonological units which
do not perform a distinctive function, but nevertheless help form the
expression of linguistic signs.

§ 22. Among the non-distinctive functions which certain pho-
nological units may have, the most universal and widespread in vari-
ous languages is the culminative, or contrastive, function (from Lat.

% Cf. [Kazlauskas 1968a: 6 et passim]. Kazlauskas in fact inadvertently
repeated Jakobson’s error (along with certain of his actual diachronic inter-
pretations; cf. [Jakobson 1963a: 159—161] and [Jasitnaité, Girdenis 1996: 183
(= Girdenis 2001: 260), fn. 10]).
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3. The Functions of Speech Sounds and Their Features §22

culmen ‘top, summit’). Phonetic features which show how many
meaningful units there are in a certain fragment of text (or act of
speech) have this function. For example, guided by our own “every-
day” linguistic intuition, we can easily say that the “sentence”
*[matara§upateni] of an imaginary language consists of three words.?’
This conjecture is determined by the fact that in Lithuanian every non-
dialectal word can always be said to have only a single clear stress;
stress is therefore an important culminative unit. An individual com-
ponent of a word can even receive stress if it is used metalinguistically
as part of a sentence; we must necessarily say: “Zodis pasdkymas turi
priesdélj pa-, priesagg -ym, ir galing -as.” ‘The word pasdkymas
[‘utterance’] has a prefix pa-, a suffix -ym, and an ending -as’
although in so doing we are stretching the truth, as it were, since
neither the prefix, suffix, or ending of this word has any stress. But
this is an unavoidable “lie”: the utterances *[pfieZde-lipa] “priesdeélj
pa-,” ¥[galina-as] “galing -as,” would sound impossible and incom-
prehensible.

In the structure of Lithuanian, the most important meaningful
unit is the word, and it is set apart by its own stress. In other lan-
guages and dialects, culminative features (various degrees of stress)
can single out still other meaningful units: certain morphemes,
components of compound words, closely connected words (syn-
tagmas, breath groups), etc. In German, for example, each part of a
compound is marked by secondary stress: Sonntagsriickfahrkarte
["zonta:ks'ryk'fa:gkagto] ‘a Sunday return ticket’, and also certain
suffixes: Fischlein ['fi§laen] “fish (dim.)’ (cf. Fisch ‘fish’), Dummbheit
['domhaet] ‘stupidity’ (see in more detail § 237 and references).
French behaves quite differently; it stresses certain meaningful groups
of words, rather than separate words: Ne croyez pas qu’il suffise
desormais de bonnes intentions [na krwa'je'pa Kil syfi'z dezor'me
da bonZ€ta 'sj3] ‘don’t believe that good intentions will suffice from
now on’ [Séerba 1955: 85, 248-249; Ladefoged 1975: 222]. Phono-
logical units with a culminative function can also be considered a kind
of “conjunction” (a so-called syndeme [Kacnel’son 1971: 138ff.]),

* This “sentence,” created by Pike, is an example of the artificial Kalaba dia-
lects [Pike 1947: vii, 68, 71 et passim]. It has been checked experimentally
many times by students at Vilnius University; the results are always the same.
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§23 1. The Place of Phonology in Linguistics

since they fuse, as it were, separate elements of the expression of a
word or other linguistic sign into a single whole.

§ 23. Certain phonetic features can also perform a delimitating
(separating) function (from Fr. délimitation ‘delimitation, setting
boundaries’ «— Lat. de ‘from’, /imes ‘boundary’); they signal the
(word, morpheme, sentence) boundaries of meaningful units, their
beginning and their end. For example, if we knew that that the above-
mentioned hypothetical language consistently stressed the final syl-
lable of every word, we would not hesitate to divide *[matarasupateni]
into the words [ma], [tarast], [pateni], and if it stressed the first syl-
lable, then [matara], [Supate], [ni]. Fixed stress not only shows the
number of meaningful units, but also signals their beginning and end
(see in greater detail § 230-231). Fixed stress is therefore not only
culminative, but also delimitative.

A delimitative function can be performed not just by stress, but
also by such phenomena as vowel harmony—specific sounds used
only at the beginning or end of meaningful elements (words, mor-
phemes, etc.) [Trubetzkoy 1977: 241ff. = Trubeckoj 1960: 299ff.]. In
Hungarian, for example, all vowels of a single word are almost always
either front or back: becsiilet ['betSylet] ‘honor’, esztendd ['estendo:]
‘year’, fészek ['fe:sek] ‘nest’ : dllat ‘animal’, gondolat ‘thought’, tudo-
many ['tsdoma:n] ‘science’; similarly in other “vowel harmony” lan-
guages, for example Turkish atlarimizdan ‘from our horses’ (1 = [b1]
or [1]) : itlerimizden ‘from our dogs’. If, in a text of such a language,
we encounter a syllable with a back vowel and a syllable with a front
vowel, it is clear in many cases that they belong to different words; cf.
Trakai Karaim Aeazeimibl duiumukuH, aublpMareli SUUmiosisipuiiHu
uanbapmarsima ‘Hear my voice, do not turn your ear from my prayer’
(cited according to [Musaev 1964: 268]):%* the vowels of the words
asazviMHbL, lamvipmarsi, ianbapmarsiva are all back and the vowels
of the words swumuxun, suuumiosnsputinuy are all front.

In English, [h] is found only at the beginning of a word or mor-
pheme, and [n] (written -ng) only at the end, and therefore they are not
only distinctive units, but also delimitative. The word-final aspiration
of the Lithuanian consonants [t] and [k] (see § 13) plays only a

Bro=[u],n=[=], r= [y] (= Lith. [h]); consonants before front vowels are

soft (palatalized).
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3. The Functions of Speech Sounds and Their Features § 24

delimitative role. A reliable delimitative signal in North Zemaitic dia-
lects is the coordination of so-called retracted and secondary final
stress ([ (...) "1, [ (...) '] and the like), which frames an entire word,
emphasizing its beginning and end: tasené" “lasiniai” ‘lard’, népamésta
“nepamesta” ‘not abandoned’ (see in greater detail § 236).

Delimitative elements are not as important or universal as dis-
tinctive elements. Even in a language which makes relatively con-
sistent use of them, they usually signal only certain especially
“dangerous,” or, more accurately, important boundaries of meaningful
units. Often these signals are optional, more distinctly realized only in
emphatically clear speech. There are also languages and dialects
which lack more stable delimitative signals.”’

§ 24. Let us summarize.

Every sound, sound sequence, or individual feature occurring in
an act of speech performs either a representative or expressive (emo-
tive or appellative) function; it conveys and distinguishes either refer-
ential (intellectual) or non-referential (emotional, expressive)
meaning. The objects of phonological research are the phonological
phenomena with representative function; these are called phonological
units. Those phonological units which distinguish referential meaning
(or, more precisely, the expression of signs with differing content),”’
perform a distinctive function, and are therefore called distinctive
units. Those units which show how many meaningful elements there
are in a concrete act of speech perform a culminative function and are
called culminative units. Finally, phonological phenomena which
signal the boundaries of meaningful units perform a delimitative func-
tion; these are called delimitative units or boundary signals (Ger.
Grenzsignale [Trubetzkoy 1977: 242ff.], Ru. noepanuunvie cuenanvi
[Trubeckoj 1960: 301ff.]). The most universal (and absolutely neces-
sary for every language) are the distinctive units.

¥ pulgram calls these cursus languages and opposes them to nexus lan-
guages, which have such signals [Pulgram 1970: 38, 85-90].

** This traditional formula, which goes back to Trubetzkoy’s Principles of
Phonology [Trubetzkoy 1977: 32-33 et passim = Trubeckoj 1960: 40 et passim]
and the works of other Prague School phonologists, is not quite accurate, since
phonological units directly differentiate only the expression of linguistic signs
and not their content.
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4. TYPES OF PHONOLOGICAL UNITS

§ 25. Every stretch of speech, excluding features which do not
represent referential meaning (individual, expressive, and positional
modifications: a speaker’s voice quality, vocal strength, features aris-
ing under the influence of neighboring sounds or pauses, etc.; cf. § 16)
must be considered a unit of linguistic expression, that is, a phono-
logical unit (Ger. Phonologische Einheit [Trubetzkoy 1977: 22-33],
Ru. ¢pononocuuecxasn eounuya [Trubeckoj 1960: 41], Fr. ['unité pho-
nologique [Vachek 1964: 59]).

§ 26. The largest and most concrete phonological linguistic unit,
the basis for phonological research, is the utterance [Harris 1963: 14],
Ru. swvickazvisanue [Chémp 1964: 53]), a stretch of speech between
two periods of silence. The utterance is an amorphous phenomenon,
lacking a more stable structure. It can be a speech by a political figure
lasting several hours or a reply of a single syllable, like Lat. I/ ‘go’. In
the case of a dialog, each individual reply of an interlocutor is an
independent utterance.

§ 27. Every utterance consists of one or more sentences, which
always have content and expression. Content is reflected even in such
unnatural sentences as Chomsky’s Colorless green ideas sleep furi-
ously [Chomskij 1962: 418] or S&erba’s *Iidkas kysopa wméko
oyonanyna 6okpa u kyposiuum 6oxpénxa (cf. RiCardas Mironas’s
“Lithuanian translation” *Satdji kdida vaciai myteléjo disq ir palina
aisitikg): they have at least clear grammatical meaning, and this is also
a meaningful unit.

The sound framework of a sentence is the phonological sentence
(or phonological phrase). Every phonological sentence consists of one
or more phonological words (see, for example, [Muchin 1976: 56;
Bondarko 1981: 52ff.]; Pulgram uses for this concept the original term
nexus [Pulgram 1970: 25ff]).>' If we replace, for example, the first

3! Russian linguists sometimes use the peculiar term seyxosas oborouka
cnosa, noted above (fn. 12), for the phonological word (cf. also [Zinder 1979:
33; Voronkova 1981: 32-33] and fn. 12 of this section), the expression of a con-
crete word form (together with its clitics). For a formal definition of the word,
see [Bloomfield 1935: 180 = Blumfild 1968: 190-191; Kuznecov 1964], on the
word as the main unit of language comprehension and the basis of syntagmatic
relations (phonotactics), see [Linell 1979: 69, 193—194].
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4. Types of Phonological Units § 27

word of the sentence Studeiitai dirba ‘The students work’® with the
nouns Pétras ‘Peter’, poétai ‘poets’, verslininkas ‘businessman’, we
get the new sentences Pétras dirba ‘Peter works’, Poétai dirba ‘The
poets work’, Verslininkas dirba ‘The businessman works’, etc., with
different meanings; and if we replace the second word with the verbs
tinginiduja ‘is/are loafing’, dZifigauja ‘rejoices/rejoice’, prekiduja
‘engages/engage in commerce’, we once again obtain sentences with
different meanings: Studeritai tinginiauja ‘The students are loafing’,
Studeiitai diiigauja ‘The students rejoice’, Studeiitai prekiduja ‘The
students engage in commerce’. But unquestionably different sentences
may have all the same words: Studeiitai dirba! ‘The students are
working!” and Studeiitai dirba? ‘Are the students working?’. These
sentences are distinguished by a specific unit characteristic only of the
sentence—intonation. Thus a phonological sentence is a complex con-
sisting of words and an accompanying intonation.

Every word form (i.e., what Russian linguists call cioeogopma
‘word form’), rather than lexeme—the totality of word forms intro-
duced in dictionaries as a so-called headword (nominative singular,
infinitive, etc.), should be considered a phonological word. Thus
Zmogus ‘person-NOM.SG’ and zZmogaiis ‘person-GEN.SG’ are distinct
phonological words, although they belong to the same lexeme. Every
phonological word thus understood consists of one or more syllables
[Bondarko 1981: 50-52, 180ff.];** if we replace the first syllable of
the word kdsos ‘braids’ with bli-, tié-, vi-, etc., or the second syllable
with -la, -pas, -tés, we get words of different content and expression:
bliisos “fleas’, tiésos ‘truths’, visos ‘all-NOM.PL.F’, kdla ‘forge-3PRS’,
kapas ‘grave’, katés ‘cats’. In addition to the syllable, words of many
languages have an additional unit, stress, with which words consisting
of the same syllables may be distinguished: Lith. nesi ‘carry-2SG.PRS’ :
nési ‘carry-2SG.FUT’, lupa ‘peel-3PRS’ : lupa ‘magnifying glass’, Ru.
3damok ‘castle’ : 3amox ‘lock’, copox ‘40 : copox ‘magpie-GEN.PL’.

For the sake of simplicity, we leave aside units which occupy an intermediate
place between sentence and word: syntagmas, breath groups, and the like; they
lend little to an explanation of our concepts, and only make it more complicated.

2 0n the syllable as a significant unit of phonology and speech, see, for
example, [Haugen 1956; Trachterov 1956: especially 32; Zinkin 1958: 83, 91,
101; Hala 1961; Achmanova 1966: 43; Hooper 1972; O’Connor, Trim 1973:
259; Muchin 1976: 55ff.; Stepanov, Edel’man 1976: 215-216].
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§ 28. Every syllable consists of one or more phonemes, since,
for example, if we pronounce a [g], [b], [n], [m] in place of [k] in the
first syllable of the word kd-ras ‘war’, or a short [u] in place of [a‘],
we get the new syllables (and words) gad-(-ras) ‘steam’, ba-(-ras)
‘strip (of land); bar’, nd-(-ras) ‘diver’, ma-(-ras) ‘plague’, ki-(-ras)
‘fuel’. In some languages, a syllable can have, like a sentence, an ele-
ment similar to intonation: pitch accent or tone; these can sometimes
distinguish syllables consisting of the same phonemes arranged in the
same order. In Lithuanian, stressed syllables of a certain type may
have this additional unit (see § 241): vir-siu ‘overturn, fall-1SG.FUT’ :
vir-siu ‘boil-1SG.FUT’, I6-po “patch-GEN.SG’ : [6-po “patch-3PRS’. The
initial syllables here have the same phonemes /v-i-t/, /1-o*/, but the
words are nevertheless distinguished, since their pitch accents differ.
In Chinese, this role is played by so-called tones:*> ma ‘mother’: md
‘hemp’ : md ‘horse’ : ma ‘scold’ (cf. [Zinder 1979: 258; Stepanov
1975b: 96)).

The phoneme is also not an indivisible monolith. Although it
sometimes stands in opposition to a syllable or a word as an ele-
mentary unit to a complex (or constructive, cf. [Muchin 1976: 54ff.])
unit, it is in principle possible to break the phoneme down into dis-
tinct articulatory and acoustic properties called differential’® or

3 The diacritics represent the following tones: [] high level, [] abruptly
rising, [*] low falling-rising, ['] falling.

3* On the negative aspects of considering phonemes combinations of distinc-
tive features, see [Voronkova, Steblin-Kamenskij 1970; Voronkova 1981: 63ft.];
there are also quite categorical views (see [Liberman 1993]). But the critics
forget that in some languages these features by themselves can be the expression
of morphemes. For example, palatalization of a consonant in Irish denotes a
genitive morpheme [Gercenberg 1970: 81, 92, 102] and in Romanian a plural
(cf. lupi [lup’] ‘wolves’ : lup [lup] ‘wolf* [Sirokov 1965: 94]); aspiration of a
consonant in Burmese distinguishes causative verbs from corresponding non-
causatives: cha’ ‘throw-INF’ : ca’ “fall-INF’, phje’ ‘destroy-INF’ : pje’ “collapse-
INF’ (the raised numbers denote tones) [Maun Maun N’un et al. 1963: 65]. The
adherents of glossematics rejected distinctive features on quite principled
grounds (of course, within the framework of their theory); for them, both sounds
and, for example, graphic signs are equivalent “representatives” of the same
units of expression, cenemes (phonemes) (see, for example, [Hjelmslev 1959:
49ft.]), and therefore understandably cannot have features in common.
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4. Types of Phonological Units § 29

distinctive™ features (Lat. differo ‘I differ’; cf. Eng. distinctive
features [Jakobson, Fant, Halle 1972: passim], Ru. pazruuumensnuiii
npusnak [Jakobson, Challe 1962: passim]). For example, if we replace
the voiced weak articulation of the phoneme of the first syllable of the
word ga-ras ‘steam’ with a voiceless strong articulation, identical in
all other respects, we get another word, ka-ras ‘war’; if we replace its
dorsal articulation with a corresponding labial, we obtain ba-ras ‘strip
(of land); bar’, etc. Voicing and voicelessness, dorsal and labial
articulations, are distinctive features of the phonemes /g/, /k/, /b/.

§ 29. Sentences, words, and apparently also phrasal intonation
(cf. [Solncev 1977: 190]) are units of a linguistic system, or signs (cf.
§ 6), existing on two planes (they are bilateral); they have both
expression and content. Syllables, phonemes, distinctive features,
stress, pitch accent, and tone belong to single-plane (unilateral) units
of a linguistic system; they are non-signs,’® since they have only
expression (in other words, they only form the expression of units of
content). There is usually no semantic or grammatical commonality
between words which coincide in a syllable or phoneme or pitch
accent: atla-pa-sirde ‘straightforward, frank’ : pa-vasaris ‘spring’ :
tel-pa “fit, hold-3PRS’; (sharing a single phoneme:) oZs [0'%1's] ‘goat” :
padoriis [pa-d°o-rus] ‘decent’ : vaiko [voik'o] ‘child-GEN.SG’;
(sharing the pitch accent of a single syllable:) ladikas ‘field’, narsiai
‘bravely’, peikei ‘blame-2SG.PST’. Examples such as as ‘I, fir ‘you’,
trys ‘three’ in no way show that syllables can have meaning; here we
simply have words consisting of a single syllable. Nor is the above-
mentioned Lat. // [i'] ‘go’ a phoneme expressing going [Reformatskis
1963: 24; Zinkin 1958: 104—105]. In this case, the meaning is that of
an utterance consisting of a single sentence, composed of a single
word and a hortatory intonation; the word, in turn, consists of a single

% The term distinctive feature would be more convenient, since it better
accords with distinctive function, but differential feature [diferencinis poZymis)
has a long tradition of usage; it was suggested by the pioneer of Lithuanian
phonology, Jonas Kazlauskas [1966; etc.]. The purely Lithuanian skiriamasis
pozymis ‘distinguishing feature’ would also not be bad, but it seems polysemous
and therefore not suitable as a term.

36 Such formulations as “Phonemes are signs...” (most often Ru. “dboremsr —
9T0 3HaKu...”) should simply be considered a lapsus calami (but cf. fn. 44).
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§ 30 1. The Place of Phonology in Linguistics

syllable and a certain stress. Finally, the syllable is composed of a
single phoneme with the corresponding distinctive features /“vocalic”
& “front” & “high” & “long”/.

The latter example shows that even when explaining the struc-
ture of the expression of concrete utterances, the principle of immedi-
ate constituents®’ must be followed (Ru. nenocpedcmesenno-cocmagns-
towue) (on which, see [Bloomfield 1935: 161 = Blumfild 1968: 169;
Glison 1959: 190f.; Arutjunova, Klimov, Kubrjakova 1964: 255f;
Stepanov 1966: 65—-69; Hockett 1968: 17f.]; on the significance of this
principle for phonology, see [Hockett 1955: 150ff.]): every complex
linguistic unit must be successively broken down into the parts of
which it is composed. Skipping levels distorts the true picture of the
structure of these units and their relations (cf. [Kly¢kov 1963: 3]).

As we have seen, we cannot imagine single-plane sentences,
since even combinations of non-existing words, as long as they are
formed according to grammatical rules, acquire at least grammatical
meaning, and thus content. Single-plane words are easily imagined:
they can even be evaluated as to the correctness of their structure. For
example, *svelpstas and the above-mentioned *sprdiksla are certainly
possible Lithuanian words, while *mzinga, *ntombi, *tlimda are non-
Lithuanian,’® although neither the former nor the latter in fact exist in
Lithuanian (cf. also “Russian” *»cmona, *xmona [Saumjan 1962: 697).%

§ 30. We should add here that words, as linguistic signs, can be
broken down not just into syllables, but also into bilateral units: mor-
phemes (more precisely, as already noted in fn. 6, morphs), the small-
est linguistic signs. Morpheme boundaries within the word rarely

37 The felicitous Lithuanian term tiesioginiai sandai was suggested by Urbutis
[1978: 130].

3 These “words” are taken from a little-known work by Romualdas Granauskas,
Mariy Svytéjimas “The lagoon’s glow’, where they are used as exotic personal
names.

% A survey of language informants shows that for North Zemaitic speakers
*sprdiksla is just an unfamiliar word, while *mzinga is impossible and not even
pronounceable (*#/iinda, incidentally, seems more Lithuanian to informants than
*mzinga).

On the importance of “potential” single-plane words (sometimes called loga-
toms) for phonological analysis, see [Lyons 1968: 119-120 = Lajonz 1978: 133—
134].
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4. Types of Phonological Units § 31

coincide with syllable boundaries (an exception, for example, is
Chinese, in which every syllable is a separate morpheme and every
morpheme is a separate syllable; see § 116, cf.: [KlyCkov 1963: 4;
Garde 1968: 26]). In some languages, morphemes play an important
and relatively independent role in the phonological structure of the
word, and therefore phonologists must take them into account
[Trubetzkoy 1977: 225 = Trubeckoj 1960: 280]. In inflectional lan-
guages, however, morphemes usually lack a more stable structure;
they dissolve, as it were, within syllables and phonemes, without
influencing the phonological structure of words. In studying the pho-
nological system of such languages, we need to refer to morphemes
only in exceptional cases. Lithuanian is a language of this type, and
therefore the study of its morphemes belongs to those disciplines
concerned with units of the content plane.*’

§ 31. A study of sentences purely from the standpoint of the
expression plane would not be appropriate, since a sentence’s phono-
logical components, with the exception perhaps of intonation, are all
quite inconstant: their expression (and content, except for grammatical
content) rarely repeats. Even completely original sentences which no
one has ever uttered before are possible. Therefore European pho-
nologists, in contrast to most American descriptivists (with the excep-
tion perhaps only of Pike, who on this issue follows the Europeans,
see [Pike 1972a; 1972b]), begin a linguistic analysis of the expression
plane with the word, the smallest bilateral linguistic unit easily per-
ceived and distinguished; this approach is especially appropriate for
inflectional languages [Klyckov 1962: 126] and thus also for Lithu-
anian. An exception is to be made, perhaps, only for those languages
which are mostly of the polysynthetic type, in which the word is a
problematic phenomenon lacking clearer structural features. The
choice of the word as a starting point is appropriate, since words are
more easily distinguished and identified not only on the basis of their

* These issues are treated differently by the Moscow Phonological School,
where phonemes are considered immediate constituents of the morpheme rather
than the word or syllable [Kuznecov 1970a: 185 et passim]. Therefore, the
approach to phonemes among adherents of the Moscow School is in many
respects close to that of morphonology and generative phonology (cf. [Fischer-
Jorgensen 1975: 334]).
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§ 32 1. The Place of Phonology in Linguistics

expression, but also their content. It is also important that, in begin-
ning a phonological analysis with the word, we can easily abstract
ourselves from sound modulations belonging to the intonational com-
ponent of a sentence and put these aside for later examination. Later,
with certain rules, we can derive the properties of phonological sen-
tences from the phonological structure of the words and intonation
patterns which form them.”'

For these reasons, phonemes and pitch accents are appropriately
identified in words rather than syllables. This seemingly inconsistent
approach allows us, if necessary, to refer to the content plane, which a
syllable lacks. Moreover, because syllable boundaries rarely perform a
distinctive function, they are for the most part not intuitively per-
ceived and are therefore difficult to identify. We usually grasp them
only when we already know, at least in a general way, the inventory of
phonemes and the main structural rules for their combinations. In sci-
ence, as in life, a roundabout approach is sometimes preferable to a
direct one.

§ 32. Words can differ:

a) in number of syllables: kava ‘coffee’ : kakava ‘cocoa’, sukaii
‘twist-1SG.PRS’ : susukail ‘twist-1SG.PST’, ta ‘that-NOM.SG.F’ : tata
(= teté) ‘daddy’;

b) in syllable order: kasu °‘dig-1SG.PRS’ : stika ‘twist-3PRS’,
lékiaii “fly-1SG.PST’ : kiaiile ‘pig’, likimas “fate’ : kilimas ‘rug’, pakisaii
‘shove under-1SG.PST’ : pasaiiki ‘call-2SG.IMP’, siiru ‘salty-N’ : rusy
[r"us’u’] ‘Russian-GEN.PL’;

c¢) in syllable quality (phonemes and sometimes pitch accent),
cf.: d-ko ‘go blind-3PST’ : dj-ko ‘empty-GEN.SG.M’ : laii-ko ‘field-
GEN.SG’, ail-So ‘dawn-3PST’ : du-$o ‘cool-3PST’;

d) in stress: apsipti ‘surround-INF’ : apsupti ‘surround-PPP.NOM.
PL.M’, doros ‘morals-NOM.PL’ : dords ‘morals-GEN.SG’, giria ‘praise-
3PRS’ : giria ‘woods-NOM.SG’.

Syllables can differ:

a) in number of phonemes: kris ‘fall-3FUT’ : krisk ‘fall-2SG.IMP’,
ta ‘that-NOM.SG.F’ : tat ‘this, that’;

! Descriptivists striving for methodological “purity” must at least theoreti-
cally look for intonation contours in utterances whose phonemic makeup is not
yet known (see, for example, [Harris 1963: 45-58]). It is difficult to believe that
it is really possible to follow such a methodology.
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4. Types of Phonological Units § 33,34

b) in phoneme order: at-kits ‘come off-3FUT’ : ta-kiis ‘path-
ACC.PL’, kal-bé-ti ‘speak-INF’ : kla-bé-ti ‘rattle-INF’, lips ‘climb-3FUT’ :
plis ‘spread-3FUT’, pa-kris “fall (a bit)-3FUT’ : pa-risk ‘roll (a bit)-
2SG.IMP’, toks ‘such-NOM.SG.M’ : stok ‘stand-2SG.IMP’;

¢) in phoneme quality (distinctive features): zas ‘that-NOM.SG.M’
(apical) : kas ‘who, what-NOM.SG’ (dorsal), 71 “you’ : dit ‘two’ (voice-
less : voiced), ta ‘that-NOM.SG.F’ : g [ta‘] ‘that-ACC.SG.M/F’ (short :
long);

d) in pitch accent (only in some cases): gink ‘defend-2SG.IMP’ :
gintk ‘drive (cattle)-2SG.IMP’, Saiik ‘call, shout-2SG.IMP’ : Sduk ‘shoot-
2SG.IMP’, riikti [r'tkti] ‘smoke-INF’ : rifgti [r(rkti] ‘turn sour-INF’.

§ 33. Those phonological units the ordering of which can distin-
guish larger units and therefore have a distinctive function (words,
syllables, phonemes) are linear, and those units whose order does not
perform such a function (intonation, stress, pitch accent, distinctive
features) are simultaneous, or non-linear [Vachek 1937]. Linear units
are, as it were, segments of the speech flow and are therefore some-
times called segmental units (from Lat. segmentum ‘piece, section’; the
American phonologists are especially fond of this term, for example,
[Hockett 1955: 74-75; Chémp 1964: 187]). Simultaneous units do not
exist independently; they are realized only together with linear, or
segmental, elements (whence their name, cf. Lat. simu/ ‘together’,
Fr. simultané ‘simultaneous’). Intonation is formed by certain modi-
fications of words; pitch accent or tone is a modulation of the syllable,
especially the melody, quantity, and dynamics of its nucleus.

§ 34. Those simultaneous (non-linear) units which characterize
units larger than a single phoneme—syllables, words, sentences or
other sequences—form the class of suprasegmental units (Lat. super,
supra ‘on top, above’)* [Lehiste 1970: 1; Chémp 1964: 215 and refer-
ences; Panov 1979: 16-18]. The suprasegmental units of a syllable,
word, or sentence (pitch accent or tone, stress, intonation, etc.) are
usually called prosodic elements or prosodemes (Gk. mpoowdia
‘stress, accent’ «— zmpdo ‘at, through’, @on ‘singing’; Lat. accentus «—

* Cf. Eng. suprasegmental(s) [Lehiste 1970]. More suitable for Lithuanian is
the productive prefix super-, rather than the almost unknown supra-: superarbi-
tras ‘umpire’, supergigantas ‘supergiant (star)’, superlaidumas ‘super-conduc-
tivity’.
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§ 35 1. The Place of Phonology in Linguistics

ad + cantus and Lith. priegaidé ‘pitch accent’ are translations of this
[Martine 1963: 432f.; Hammarstrom 1966: 33f.]). The subcategory of
phonology which studies prosodic units is prosody.*

Unfortunately, the term prosodic has a purely phonetic, as well as pho-
nological, meaning. It is often used for such non-qualitative sound phenomena
and features as duration, pitch, and articulatory strength (in other words, funda-
mental frequency and intensity), whether they function as suprasegmental units
or not [Jakobson, Halle 1962: 478-482 = Jakobson, Challe 1962: 247-252;
Jakobson, Fant, Halle 1972: 13—14]. On the other hand, the role of phonological
prosodic (i.e., suprasegmental) units can sometimes be assumed by qualitative
(spectral) sound phenomena (i.e., certain articulatory and timbre properties of
sounds; see, for example § 218-221 and [Lyons 1968: 127-131 = Lajonz 1978:
141-144]). Therefore, in encountering the terms prosodic feature or prosodic
phenomenon, we first need to establish what is meant: a suprasegmental
phonological unit or a phonetic property.

§ 35. We can now define the most important phonological unit,
the phoneme. A phoneme (Gk. pdvyua “voice, sound’) is the smallest
linear unit of the expression plane of a linguistic system (cf.
[Trubetzkoy 1977: 34 = Trubeckoj 1960: 42-43; Vachek 1967b;
Novak 1967]; on the development of the Prague School’s approach,
see [Bulygina 1964: 59-61]). Distinctive features are smaller still, but
they are not linear elements, since their ordering does not have a
distinctive function.

This definition of the phoneme, stemming from the works of
Trubetzkoy (and in part S&erba), is by no means the only correct or
possible one. There are numerous definitions of all sorts emphasizing
various aspects of this concept™® (see also [Matusevi¢ 1948: 11;
S¢erba 1955: 19; 1974: 116, 121; Zinder 1979: 42]; for an analysis of
various treatments, see [Reformatskij 1960: 342-344 and references;
Klimov 1967: 25f.; Steponavicius 1978]). Some descriptivists avoid

* The formerly used Lithuanian terms prosodinis ‘prosodic’, prosodija ‘pros-
ody’ are anomalous spellings [for prozodinis, prozodija—TRANS.] (see [Girdenis
1977a)).

* The least successful are those which attempt to define the phoneme as a
sign (see § 29, fn. 36) or speech sound. That phonemes cannot be signs is clear
from what has been said above, while the relations between phonemes and
speech sounds are extremely complex and contradictory (see, for example,
[Zinkin 1958: 108; Bondarko 1981: 45-50 et passim]).
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4. Types of Phonological Units § 36

any definition; they content themselves with simple operational char-
acterizations.*

The great variety of definitions is explained by the fact that lin-
guists focus attention on differing aspects of this concept. The pho-
neme is no exception in this respect. Other basic concepts in linguis-
tics are also variously defined: morpheme, word, sentence.*® However,
the profusion and even contradictory nature of these definitions*’ does
not at all prevent us from using these definitions productively (and,
most importantly, almost unambiguously, see [Zinkin 1958: 107—
108]). Apparently, such basic elements and units are postulated and
accepted as sorts of axioms, which are checked (and confirmed or
rejected) by the entire structure and development of the science; the
meaning of the definitions here (if they mean anything at all) is quite
negligible.

§ 36. In addition to phonemes and prosodemes, there can occur
in sentences and words a particular element called open juncture
[Trager, Bloch 1972: 73ff.; Moulton 1947; Pike 1947: 161ff.; Hockett
1955: 51-53, 59f., 167-172; Lehiste 1960; Harris 1963: 79-89], Ru.
omkpwimbiii nepexoo or cmuik [Glison 1959: 80-81; Matveeva 1966],
sometimes ouspema [Panov 1967: 167ft.). It more or less corresponds
in Prague School works to Trubetzkoy’s non-phonemic boundary
signals (Ger. aphonematische Grenzsignale [Trubetzkoy 1977: 244],
Ru. agonemamuueckue noepanuunvie cuenanwt [Trubeckoj 1960:
302-306]). Open juncture occurs in those positions in which adjacent
phonemes are pronounced as if they were non-adjacent. In North

* For example, instead of defining the phoneme, Pike, one of the most
unorthodox representatives of this school, shows only the procedures used to
identify phonemes [Pike 1947: 57-58, 63] (cf.: [Glison 1959: 41, 60, 237,
Swadesh 1972]).

By 1936, some 140 different definitions of the sentence were known
[Bjuler 1960a: 27-28]. It is interesting that the oldest definition, that of
Dionysius Thrax (170-90 B.C.), has remained to this day in our schoolbooks.

" The contradictory nature of various definitions and conceptions of the pho-
neme has been especially subtly handled by Voronkova [1981: 5—40]. Unfortu-
nately, it must be said that this book sometimes does not make a clear enough
distinction between logical and dialectic (in the Hegelian sense) contradiction:
phenomena can themselves be contradictory, as well as the concepts defining
them.
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Zemaitic dialects, for example, before soft consonants and /j/ all con-
sonants are soft (palatalized), but on rare occasions hard consonants
may appear in this position: bdlt-miskis “Bdltmiskis [surname],””
sé.1.k-jiedis “silkédis” ‘herring eater, one who is fond of herring’. The
open juncture /+/ between the consonant clusters -#-, -tk- and -m-, -j-
prevents consonant softening (cf. [Strimaitiené, Girdenis 1978: 61
(= Girdenis 2000c: 122)]). The opposite of open juncture is closed
juncture, the normal pronunciation of phoneme sequences under
similar conditions.

Open and closed juncture determines the distinction between
words such as NZem. nebérs (= /neb+érs/) “nebeirs” ‘will no longer
rip, come apart’ : rebérs (= /nebérs/) “nebirs” ‘will not pour’, nebriés
(= /neb+ried/) “neberés” ‘will no longer cut’ : fiebriés (= /nebries/)

99 ¢

“nebres” ‘will not draw’ [Kliukiené 1983]. Juncture types also differ-
entiate Ger. Kuhchen ['ku:¢on] ‘cow (dim.)’ (= /'ku:+xon/) and Kuchen
['ku:xon] ‘cake’ (= /'’ku:xon/) [Ungeheuer 1969: 38-39; Pulgram 1970:
123-124; Philipp 1974: 36-37; Meinhold, Stock 1982: 133—-134], Ru.
x Hpe [ker'i] = /k+ir'e/ ‘to Ira’s (place)’ and Kipe [K'ir'i] = /kir'e/
‘Kira-DAT’ and others (Reformatskij’s examples [1957];* see also
[Linell 1979: 98]). In Hungarian, an open juncture between two ele-
ments of a compound breaks the chain of vowel harmony (cf. § 23):
nyak(-)kendé ‘necktie = *neckscart’, torék(-)biiza ‘corn = *Turkish
wheat’ [Majtinskaja 1955: 64]. In the North Zemaitic Telgiai dialects,
the “wave” of regressive vowel assimilation is sometimes similarly
broken: pospriiot's “pusprotis” (Mosedis; but cf. puspriof's Tirksliai)
‘half-wit’, §¢.n.5ad's “Sunisidis” (Mosédis, Tirksliai) ‘dog excrement’
[Girdenis 1968c: 143 (= Girdenis 2000b: 335)]. As we see, in all cases
open juncture changes the position of phonemes, which may therefore
be pronounced differently than when they are side-by-side (cf. § 62—
67).

In standard Lithuanian open juncture is quite clearly signalled by
the longer duration of certain consonant sequences. For example, in
the word at-rifikti ‘select-INF’, [t+f] is much longer than in the word

" A compound of balt- “white’ and misk- ‘forest’—TRANS.

* Reformatskij himself does not find any open juncture here; he wanted to
show with these examples that phonemes can have variants which are deter-
mined by morphological, rather than phonetic, position.
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4. Types of Phonological Units § 36

pa-trifikti ‘wash one’s hair-INF’,” since in the former an additional
phonological unit, open juncture, intervenes between the consonants,
and the sounds representing the phonemes do not blend together as
smoothly (for example, the [t] is not alveolar like the [f], but dental)
[Strimaitiené, Girdenis 1978 (= Girdenis 2000c: 121{f.)]. Similar phe-
nomena have also been observed in cases of open juncture between
words (external open juncture) [Strimaitiené 1983].

Open juncture always coincides with certain morphological
boundaries; it helps distinguish words from other words, prefixes from
roots, components of compound words, etc. The main function of
open juncture is undoubtedly delimitative, but it can indirectly per-
form a secondary distinctive role. But this function is neither very
strong nor stable: open juncture—and this has been shown by the
observations of Lithuanian linguists—is realized only optionally®
(mostly in utterances pronounced in a clear, /ento style: [Pulgram
1970: 112-124; Strimaitiené, Girdenis 1978: 68 (= Girdenis 2000c:
128)]).

It is not possible to identify open juncture with syllable bound-
aries, as Pulgram proposes [Pulgram 1970: 111ft.], since, for example,
the sequences [kbi], [ke] (with hard [k]) of the Russian forms x Hpe
‘to Ira’s (place)’, k smoii ‘to this’, etc., belong to the same syllable.

" Prefixes have been set off by hyphens—TRANS.

* As, incidentally, are many other more subtle phonological phenomena (cf.
§ 66). It is quite odd that many present-day linguists have forgotten the pro-
grammatic ideas of Prague Linguistic Circle pioneer and founder V. Mathesius
on the potentiality (i.e., optional nature) of linguistic phenomena. [Mathesius
1912 = Matezius 1967].
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§37

II. METHODS FOR ESTABLISHING
PHONEMES

1. INTRODUCTORY REMARKS

§ 37. Neither phonemes nor other phonological units can be
established with the aid of a device. Nor would a clipped recording of
connected speech help in discovering them: even accurate and clean
speech snippets cannot represent elements of a linguistic system
(see, for example, [Dukel’skij 1962: especially 136ff.]). First, such
mechanically-isolated sounds would include not only those features
which are meaningful and common to an entire speech community,
but also various individual characteristics of a particular speaker and
act of speech. Second, concealed within these sounds are several
properties which functionally belong not to to the sound itself but to
neighboring sounds, or to simultaneously articulated phonological
units: adjacent junctures and phonemes, stretches of suprasegmental
elements (stress or its absence, phrasal intonation) occurring in
corresponding places of the utterance; they may also belong to the
general expressive register of an utterance. The sound “representa-
tives” of phonological units are always influenced by neighboring or
simultaneously-articulated phonological units; in speech, they smoothly
transition into one another. The flow of speech is a nearly continuous,
non-discrete phenomenon, quite unlike printed or even handwritten
text (see, for example, [Saussure 1967: 145-146 = Sossjur 1977: 136;
Bloomfield 1935: 76-78 = Blumfild 1968: 74-76; Harris 1963: 25;
Klimov 1967: 35-36; Lyons 1968: 100, 103 = Lajonz 1978: 115, 118;
Voronkova 1981: 43 and references]).! A certain asymmetric nature of

" For another (hardly convincing) view, see [Fant 1964: 23 (but cf. 199);
Grigor’ev 1965: 125]. Proponents of this view refer to the fact that in spectro-
grams there are often quite clear segments. Serious objections can be raised
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the human speech organs has a significant modifying effect on
phonological units (both individual phonemes and entire utterances).
When repeated, even the shortest utterance or its smallest element will
sound different every time, even on the lips of the same speaker. This
lack of uniformity is easily shown instrumentally. With training, or
simply by focusing attention, it can also be heard by the naked ear.
Thus every act of speech, as a physical phenomenon, is a wholly
unique event, never repeating, and unrepeatable by human speech
organs.” Following the ancient Greek dialecticians, we could say that
it is impossible to utter exactly the same word or sound twice.

§ 38. If people were to react equally to all physical sound dis-
tinctions and features perceptible to the ear and recordable by instru-
ments, language would be unable to function as a system of arbitrary
signs, since it would not have constant units of expression enabling
one to represent content and convey it to other members of a speech
community. Language exists only because people react to certain
physically distinct sounds and sound sequences as if they were fully
identical (see [Bloomfield 1935: 78 = Blumfild 1968: 76; Hockett
1955: 144-145]). For example, all Lithuanian speakers understand the
sentence Uz upés pasirodeé kalva ‘Beyond the river there appeared a
hill’ in the same way, whether it is pronounced by a child, a woman
speaking in a high voice, or a man in a low voice, although their
speech differs in a number of salient features; and speakers not only
understand, but consider the utterances the same sentence. Any Lithu-
anian speaker would also react in the same way to the final word of
the sentence, kalva ‘hill’, pronounced separately by various speakers.
For all speakers it will be the same word, although it will sound

here. First, the discrete nature of the image seen in spectrograms is in part cre-
ated by the instruments themselves, since they all (even appropriately adapted
computers) analyze speech signals only within certain strict time intervals
(0.004, 0.02 sec, etc.). Secondly (and this is key), even in the clearest cases, the
segments seen in spectrograms correspond not to “pure” phonemes, but to
sounds containing information not just about themselves, but also about
“neighbors” articulated before, after, or simultaneously (cf. [Bondarko 1981:
45], also [Podluznyj 1980: 8ff.]).

* Cf. “Es gibt keine zwei Laute, die vollig identisch sind.” (‘There are no two
sounds which are fully identical.”) [Meinhold, Stock 1982: 23] (cf. [Muljaci¢
1973: 31)).
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different. But just a small change of a single consonant would suffice
to give a new utterance, UZ upés pasirodé galva ‘Beyond the river
there appeared a head’, which no speaker with normal hearing would
consider a repetition of the first sentence, however much we may try
to imitate its previous pronunciation accurately. Nor would one’s reac-
tion change if, after recording the pronunciation of the first sentence
on tape, we were to carefully insert the word galva, articulated by the
same person at the same pitch and rate of speech, in place of the word
kalva (or even insert the syllable [kat-] in place of [gat-]).” The result-
ing utterance will still be perceived and judged as a different sentence,
rather than a repetition of the first sentence (of course, if an actual
context does not conflict with this, cf. [Meinhold, Stock 1982: 19]).

Thus, it often seems as though speakers are deaf to quite salient
sound distinctions and features, but at the same time are sensitive to
slight changes in sound. And this reaction does not change gradually,
but in certain discrete leaps, utterly disproportionate to the size and
salience of a phonetic difference. If we could somehow manage to
articulate a sound equally similar to both [k] and [g], we would not
obtain a word which would be intermediate in content between the
words kalva ‘hill’ and galva ‘head’ or kdras ‘war’ and gdras ‘steam’,
that is, which would mean that which the semantics of both would
share. Each such pronunciation would be perceived either as the same
word, or as some other intelligible or unintelligible word; here, as in
classical bivalent logic, tertium non datur.

This unique human reaction to various sound differences in
speech is one of the most striking properties of any language. This
property should also be considered a basic precondition for phono-
logical study (cf.: [Sapir 1949: 45-46 = Sepir 1993: 59—60; Martine
1960: 206-207; Harris 1963: 27]). In the infinite variety of speech
sounds, phonology seeks out just those discrete elements of sound
used to distinguish utterances and words which speakers react to as
differing in both expression and content.

3 We can now do this even more nicely and smoothly with a specially adapted
computer.
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2. Paradigmatic Identification of Phonemes § 39, 40

2. PARADIGMATIC IDENTIFICATION
OF PHONEMES

§ 39. The first and basic task of the phonologist is to establish, or
identify, the inventory of phonemes of the language or dialect in
question: a list of the smallest linear units of sound which, in replacing
one another, change the content of the words or utterances.”

We distinguish paradigmatic and syntagmatic identification of
phonemes. The aim of paradigmatic identification is to establish
which speech sounds, taken individually, represent individual pho-
nemes, and which are variants of the same phoneme. A syntagmatic
identification ascertains in which cases certain sounds or sound
sequences should be considered separate, independent phonemes and
in which cases sequences of phonemes.

a) SUBSTITUTION AND COMMUTATION

§ 40. The paradigmatic identification of phonemes begins with a
so-called substitution test (from Lat. substituo ‘1 substitute’; see
[Harris 1963: 29ff.; Heike 1972: 29; Meinhold, Stock 1982: 67]; on
the acceptability of this method, see [Voronkova 1981: 87-89]).

The essence of this test is as follows. The sounds in question are
substituted for one another in the same phonetic context’ and it is
ascertained how language informants—people who know the lan-
guage or dialect in question well—react to this change. If informants
perceive the word thus remade as a repetition of the same word, the
sounds in question are considered optional or free variants of the
same phoneme (or sequence of phonemes) [Trubetzkoy 1977: 4244 =
Trubeckoj 1960: 53-55; Glison 1959: 229-230; Harris 1963: 29ft.].

* Saussure had already discussed the connection between phonological differ-
ences and differences in content [Saussure 1967: 145, 163—164 = Sossjur 1977:
136, 151]. Bloomfield maintained the same, and on this issue differed greatly
from his followers [Bloomfield 1935: 78 et passim = Blumfild 1968: 75 et
passim]. Sapir was convinced of the psychological reality of phonological units,
and therefore believed that speakers could discover them by themselves, relying
only on their linguistic intuition [Sapir 1949: 54-56 = Sepir 1993: 66—-67].

> The identity of context and position, or absence thereof, may not be abso-
Iute. In the final analysis, this decision is made by speakers of the language in
question; theirs is the deciding view.
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§41 II. Methods for Establishing Phonemes

For example, if in the above-mentioned Lithuanian word kalva ‘hill’
we pronounce the first consonant [k] with a very retracted tongue, we
would get the sound sequence [katva], characterized by an unusually
low timbre of the first syllable. There is no question that [k] is a
different sound from the ‘“normal” [k], but Lithuanian informants will
judge the pronunciation as the same word kalva (although perhaps
they will note the unusual pronunciation). From this we must conclude
that a retracted [k] pronunciation and a [k] pronounced naturally are
optional variants of the same phoneme, i.e., from a phonological
standpoint, [k] = [k]. Informants would react in quite the same way if,
for example, we were to replace the pronunciation [s] at the beginning
of the sako ‘say-3PRS’ with a much longer consonant pronounced in
the same way: we would get the pronunciation [s.a'k"0"] or [s'd'k°07],
which informants would also judge to be the same word. Therefore,
[s] = [s.] = [s] are optional variants of the same phoneme.

§ 41. It may appear that optional variants are distinguished only
by quite subtle phonetic nuances. This view, however, is just an
acoustic illusion resulting from the fact that from an early age speak-
ers are accustomed not to respond to features which distinguish pho-
neme variants, rather than phonemes. It is another matter in cases
where a speaker uses an optional variant which deviates significantly
from the norms of the language—a so-called phoneme surrogate (Ger.
Lautersatz [Trubetzkoy 1977: 23], Ru. 38ykosoii cyppoeam [Trubeckoj
1960: 29]). Lithuanian speakers easily distinguish the use of a uvular
[R] by some from the apical [r] used by most Lithuanian speakers,
since the pronunciations [krApai] (krdpai) ‘dill’, [r3-Stas] (rdstas)
‘writing’ violate Lithuanian rules of pronunciation. But in German, [Rr]
and [r] are essentially fully equivalent optional variants; the present-
day norm of the language allows the words griin ‘green’, Kranich
‘crane’, Rabe ‘raven’, etc., to be pronounced [gry:n], ['kramnig],
['ra:ba], and [gry:n], ['krani¢], ['Ra:boa] (see, for example, [Siebs
1969: 84-86]). The sounds [r] and [rR] are quite dissimilar, but for
speakers of the language they are the same phonological unit. The
situation is similar in French, only here the apical [r] is seen as a kind
of phonetic provincialism. The norm of an elegant Parisian pronun-
ciation gives preference to the uvular [Rr], i.e, to the pronunciation
[RomERD'1A] Romain Rolland, [tRavajo'rRd] travaillerons ‘we will work’
[S¢erba 1955: 257].
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2. Paradigmatic Identification of Phonemes § 41

Quite striking optional variants also occur in Lithuanian dialects. Thus in
the South Aukstaitic border dialects (the so-called Dzukish dialects of the
Varéna region, etc.), [k], [k], [f] and [g], [&], [d] can freely replace one another
in any word [Savi¢itté, Vitkauskas 1976; Dovydaitis 1978 and references].
Older speakers of the dialect do not react to this substitution; they may
pronounce the same word either kd-uras “kiduras” “full of holes’, kitas “kitas”
‘other’, kikras “tikras™ ‘true, certain’, givas “gpvas” ‘alive’, gi-gu “gidsiau”
‘treat (medically)-18G.PST’, and tduras, fitas, fikras, divas, di-déu. Thus, in
these dialects, [k], [k], [t] and [&], [&], [d] are optional variants of the same two
phonemes (which can be denoted /K/ and /G/), rather than four or six separate
phonemes (cf. [Girdenis 1979b (= Girdenis 2000c: 130ff.) and references]).®
There is a similar situation in the northern part of the West Aukstaitic Siauliai
dialect. There, in certain localities in the Zagaré region, speakers indiscrimi-
nately use hissing and hushing sibilants and certain “lisped” retroflex sounds of
the type [§ z], together with the corresponding affricates: sa.sas “5as

CLIN3

Sasas” ‘scab’,
§a.§as, and sa.sas (the latter pronunciation is perhaps the most common; see
[Girdenis, Pabréza 1978 (= Girdenis 2000c: 117ff.)]. On similar phenomena in
other languages, see [Jakobson 1962b: 410; Malmberg 1971: 349-352]; on the
typology of the “lisped” articulation, see [Serebrennikov 1974: 285]). Other
Lithuanian speakers view this variability as an undisciplined use, a confusion, of
sounds, but in fact what we have here are optional variants of phonemes for
which a hissing or hushing sibilant is a non-essential feature: [§] = [§] = [s], [z] =
[Z] = [z]. Only a substitution test allows us to establish precisely the place
occupied by these differently-articulated sounds in the dialectal system; since
informants do not distinguish the pronunciation [a$] “as™ ‘I’ from [as] and [a§],
[Vist] “visti” ‘breed’ from [Vist] and [Vi§t], [26-1&'] “Zolé™ “grass’ from [z0°1¢']
and Lié'ié'], we have in these words only three phonemes, rather than six or
nine.

% In addition to the works noted in the article (for example, [Cékman 1970:
25, 29, 105, 139ff.; Kalnyn’ 1961: 66; Kasatkin 1968: 6]); see also [Kolsrud
1974: 102 (on the merger of 4/ : ¢ and gj : di in Norwegian dialects);
Kruszewski 1967: 89]. Especially noteworthy is Kruszewski’s work, first pub-
lished in 1883; it appears that such changes as Ru. dial. xucms — mucmo
‘wrist’, eups — Oupsa ‘weight’ were known to linguists over a hundred years
ago! See also [Girdenis 1998a (= Girdenis 2001: 401f.)]. It should be added that
this multiplicity of variants may result in part from inaccurate observation; it is
quite likely that in all of the above-mentioned cases, the pronunciations are
simply palatalized [t d], variously heard by the observers.

This was observed by Juozas Pabréza, Bonifacas Stundzia, and myself in the
Zagaré region during an interdisciplinary expedition with the Vilnius University
Ramuva ethnography club in 1975.
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§ 42. A substitution test performed with only a few words is not
sufficient for a conclusive determination; it only allows us to advance
a working hypothesis that certain sounds, which are pronounced dif-
ferently and sound dissimilar, may be optional variants of the same
phoneme. Such a hypothesis must be checked with various examples.
There may occur in a language a few pairs of words whose expression
differs in some phoneme, but the referential content is completely the
same [Harris 1963: 39; Zinder 1979: 46]: Lith. kabrys = gibrjs
‘ridge’, klérti = glérti® ‘become loose, rickety-INF’, Ru. karduia
‘galosh’ = candwa. On the basis of such examples, we might draw the
hasty conclusion that Lithuanian [k°] = [g°], and likewise that Lithu-
anian and Russian [k] = [g], i.e., that the sounds in question are
optional variants of the same phonemes. However, an analysis of more
numerous facts would show that such a conclusion is unjustified. If we
change the initial consonant of the Lithuanian words gurti ‘crumble-
INF’, glostyti ‘stroke-INF’ to [k”] and [k], we get the words of a differ-
ent meaning kurti ‘make (a fire); to create-INF’, kldstyti ‘spread, cover
(with)-INF’; if we perform this operation with the Russian word 200
[got] ‘year’, we get the sound sequence [kot], meaning ‘cat’ (kom) or
‘code’ (k00), rather than ‘year’. Thus only those sounds which can
freely replace one another in all words can be considered optional
variants.

§ 43. If in replacing one sound of a word with another we get a
sound sequence which language informants perceive as a word of a
different meaning, the sounds in question are not optional variants, but
representatives of different phonemes [Trubetzkoy 1977: 44 =
Trubeckoj 1960: 55; Fant 1964: 21; Stepanov 1975b: 73ff.] (cf.
[Hockett 1955: 144-145; Harris 1963: 32-33]).” For example, if we
replace the consonant [k] in the words kalva “hill’, kdras ‘war’, kaléti
‘be imprisoned-INF’ with [g], we get the words galva ‘head’, gdras

¥ Such words as glébjs : klebps ‘embrace’ do not belong here, since they are
not syntopic language facts (kléhys is a Zemaitic dialectal word, and not Stand-
ard Lithuanian).

? Attempts by some descriptivists to establish phonemes without any refer-
ence to content seem simply hopeless (see also [Pike 1947: 81 et passim], cf.
[Glison 1959: 49]). For a critical analysis of such attempts, see [Fischer-
Jorgensen 1956: 143-145; 1975: 81; Arutjunova, Klimov, Kubrjakova 1964:
2171f.].
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2. Paradigmatic Identification of Phonemes § 44

‘steam’, galéti ‘be able-INF’, which have a completely different mean-
ing. This shows that [k] and [g] in Lithuanian have a distinctive func-
tion and represent two independent phonemes. We get the same result
if we substitute labialized [k°] and [g°] in contexts such as [—ufti],
[—usti]; the words kurti ‘make (a fire); create-INF’ and gurti ‘crum-
ble-INF’, kiisti ‘recover, grow stronger-INF’ and gusti ‘get used to-INF’
have different meanings, and therefore, from a phonological stand-
point, [k°] # [g°]. We can similarly show that [§] # [Z] (cf. Salia
‘alongside’ : Zalia ‘green-NOM.SG.F’), [§°] # [Z2"] (Sudlis ‘jump, leap’ :
Zuolis ‘railroad tie’), [s] # [§] (sdké ‘say-3PST’ : Sdke ‘pitchfork’,
svartis ‘weighty’ : Svarus ‘clean’), [s°] # [8°] (sustikti ‘twist-INF’ :
sustikti ‘cry out-INF’), [t] # [d] (¢dré ‘pronounce-3PST’ : daré ‘do-
3PST’, tarnus ‘servant-ACC.PL’ : darnus ‘harmonious’, tvaris ‘stable,
steady’ : dvariis ‘estate-ACC.PL’), [t°] # [d°] (tir ‘“you’ : dit ‘two’, titris
‘volume’ : diiris ‘prick, stitch”), [t] # [d] (tiek ‘so much’ : diek “plant-
2SG.IMP’, tilti ‘grow quiet-INF’ : dilti ‘be effaced, smoothed out-INF’).
In all of these cases, in replacing one sound with another, we get
a word which differs from the previous word by only a single sound,
but has a completely different meaning. Such minimally distinguished
words of dissimilar lexical or grammatical meaning are called quasi-
homonyms (Lat. quasi ‘as if’; Ru. keasuomonumer [Séerba 1955: 56,
fn. 3; Zinder 1979: 69]) or minimal pairs ([Hockett 1955: 212-213;
Glison 1959: 49]; cf. [Stepanov 1975b: 73]). In addition to those
mentioned above, we can cite more such minimal pairs: pyla ‘dam’ :
byla ‘(court) case’, plake ‘flog-3PST’ : blaké ‘bedbug’, pdkstas ‘prank’ :
bokstas ‘tower’ ([p] # [b], [p] # [b], [b°] # [p"]), kas ‘who/what’ : tas
‘that-NOM.SG.M’, kurii ‘make (a fire); create-1SG.PRS’ : turin ‘have-
1SG.PRS’, képalas ‘loaf’ : tépalas ‘grease, ointment’, jok [jo'k‘] ‘ride
(on horseback)-2SG.IMP’ : jor [j6't] ‘ride (on horseback)-SHORT-INF’

(k] # [t], [K] # [t°], [K] # [t] [K°] # [t°]), laikyti “keep-INF’ : raikyti
‘slice-INF’, lisis ‘lynx’ : risis ‘sort’, lekti ‘fly-INF’ : rékti ‘cry, shout-
INF” ([1] # [r], ['] # [r°], [1] # [£D).

§ 44. Some schools of linguistics (for example, glossematics)
devote particular attention to minimal pairs,'’ and use the special
term commutation for the substitution test on which they are based

[El’'mslev 1960a: 55; 1960b: 331; Fischer-Jorgensen 1956: 141;

' There have been attempts to base a model and concept of the phoneme on
minimal pairs alone (for example, [Uspenskij 1964]).
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Koefoed 1967: 73ft.] (cf.: [Meinhold, Stock 1982: 67ff.; Murat 1964:
142]). Sometimes there is simply mention of the minimal pairs
method [Perebyjnis 1970: 10]. Commutation (from the Latin commuto
‘I exchange’) is a substitution which changes both content and expres-
sion together; in the case of [sd'k’o’] “sdko” = [s'a'k’0’] we have
simple substitution, while [katva] “kalva” # [gatva] “galva” is a case
of commutation. Sounds which undergo mutual commutation can be
called commutable sounds (cf. [Pilch 1964: 5]).

Minimal pairs are without a doubt the simplest and most direct
way of demonstrating that certain sounds or phonetic features belong
to separate phonological units (cf. [Glison 1959: 251]). But in lan-
guages of more complex syllable and morpheme structure, it is not
always easy to find such pairs, especially if we wish to identify
extremely rare sound units, for example Lithuanian [z] or [Z]. In such
cases, we must content ourselves with negative results of a substitu-
tion test. If, in substituting one sound for another, we obtain a non-
existent word, incomprehensible to language informants, then the
sounds in question should not be considered optional variants, but rep-
resentatives of separate phonemes [Trubetzkoy 1977: 44 = Trubeckoj
1960: 55] (see also § 59 of this book): sukti ‘twist-INF’ : *zaukti ?’,
zylé ‘titmouse’ : *syle ‘2, gucas ‘clever person’ : *gudzas < ! of
course, before undertaking such a radical (and unfortunately not par-
ticularly reliable, see [Fischer-Jorgensen 1956: 147]) operation, we
must consider whether the sounds in question can be used in the same
positions at all. For example, we cannot replace the initial sound of
kas ‘who/what’ with an aspirated [k‘] or [t*], found only before a
pause: if we do, we get not only the non-existent, but in fact im-
possible words *[k‘as], *[t‘as] (cf. Ru. xom ‘cat’ and *xhom
[Achmanova 1954: 14]), which more astute informants might well
regard as imitations of a foreign accent.'?

" These examples have not been chosen at random; reliable minimal pairs
with, for example, [s] and [z] or [S] and [Z] are very few: sykiu ‘together’ : zykii
‘whimper-1SG.PRS’, sirgti ‘be ill-INF’ : ziFgti ‘snivel-INF’, svembti ‘ache-INF’ :
zvembti ‘buzz, drone-INF’, saikti ‘sing (with prolonged voice)-INF’ : zaiikti ‘sob-
INF’, but there are hardly any speakers of the standard language who would
actively use all members of these pairs. Most of these forms cannot even be con-
sidered syntopic linguistic facts.

"2 This renders impossible the “experimental” (it would be more accurate to
say mechanical) commutation proposed by Hjelmslev, the essence of which is
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b) EXPERIMENTAL COMMUTATION"

§ 45. Minimal pairs are highly desirable, but not absolutely nec-
essary. They are only necessary when we encounter very subtle pho-
nological or phonetic phenomena which various investigators or
informants perceive differently. Such problems mostly arise with
disappearing or newly emerging phonological units which are not
characteristic for all speakers of a language community. In identifying
such unstable problematic phenomena, the reaction and opinions of a
single informant are not enough; a more elaborate Ehonological
experiment must be undertaken with a group of listeners."

§ 46. A phonological listening experiment is usually performed
as follows. First, suspect pairs of words (or their word forms, cf. § 27)
are selected and used to create a number of simple sentences which
clearly illustrate the meaning of the words in question. The sentences
are shuffled in random order and written down on sheets of paper. The
order can be established in various ways (for example by flipping a
coin), but it is best to use random number tables (see, for example,
[Urbach 1975: 279], and also Appendix 1; a computer can also
generate random numbers). If we find an even number in the table (for
example 3740, 3146), we write the second member of the minimal
pair first on the questionnaire; if there is an odd number, we write the
first member of the pair. The next pair of sentences is written
according to the second number in the table, the third pair according
to the third number, etc. This ensures complete randomness in the
order of the sentences.

the “transplanting” of sound segments (snippets of a tape recording or computer
signal) into the position of other segments (see fn. 27, and also [Fischer-
Jorgensen 1956: 150; 1975: 130] and references).

" This term is used here in a different sense than in Hjelmslev’s works (cf. fn.
12).

' Here we briefly describe the methodology for listening experiments devel-
oped at Vilnius University’s Experimental Phonetics Laboratory (since Septem-
ber 1994 the Department of Experimental Linguistics [now part of the Depart-
ment of Baltic Studies—TRANS.]). This methodology has been put into practice
many times (see, for example, [Eidukaitiené¢ 1977; GarSva 1977c; Bukantis
1979; 1983; Kosiené 1979; 1982; Kosiené, Girdenis 1979 (= Girdenis 2000c:
141ff)); Kaciuskiené¢ 1983; Girdenis, Kacjuskene 1987 (= Girdenis 2000c:
327ff.); Remenyté 1992], etc.). At present, many preliminary and statistical
data-processing operations can be performed on personal computers.
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During the experiment, the announcer, a speaker'” of the lan-
guage or dialect in question, having in front of him the prepared sen-
tences and relying on their meaning, pronounces the words in question
clearly several times in the order in which they appear on the page.
The goal of the listeners is to determine which of the sentences the
words belong to. If nearly 100% of the words are identified correctly,
then there is no doubt that they are distinguished by at least a single
phonological unit. If the number of correct and incorrect responses
fluctuates around 50%, we may assume that the listeners do not hear
any distinctive properties and are only guessing (cf. [Harris 1963: 32—
33)).

It is especially convenient to experiment in this way with tape
recordings, since one can then make several copies of the same pro-
nunciation and change the word order when the tape is edited, rather
than when the text is spoken. Moreover, proceeding in this way, the
same person can be both announcer and listener. This is especially
important when we have only a single reliable informant. In this way,
we ensure the greatest uniformity of experimental conditions, avoid-
ing unwanted non-verbal contact between the announcer and listeners.
So if conditions permit, it is best to conduct the experiment using tape
recordings. But in evaluating the results of such experiments, we need
to keep in mind that even the best recording of a stationary tape
recorder somewhat distorts the sound signal, and therefore cannot be
equated with natural speech. Distortions from a portable tape recorder
can be quite significant.

§ 47. The results of listening experiments are almost never com-
pletely unambiguous, even when analyzing quite obvious sound phe-
nomena.'® Therefore, in order to avoid subjectivity, the results need to

51t is best to take male speakers as announcers (if, of course, there is a
choice), since the ear perceives and distinguishes sounds pronounced with a high
voice less well. Male voices are especially desirable when the same data is
intended for spectral analysis: high female voices are poorly suited for such
studies, since they have few harmonics (see [Lindblom 1962: 192; Ladefoged
1967: 81-82; Iivonen 1970: 9, 30]).

' Nevertheless, Harris speaks of 100% and 50% thresholds, never consider-
ing how to evaluate an intermediate result [Harris 1963: 32-33]. Most research-
ers establish significance thresholds (almost always unrealistically high) by eye-
balling, as they say (cf. [Magner, Matejka 1971: 95ft.]).
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be evaluated statistically; we need to establish whether the number of
correct responses differs significantly from what we would obtain if
the listeners were simply guessing, that is, 50%. Usually for this pur-
pose we use the so-called u-criterion, calculated according to the for-
mula [Urbach 1975: 156]

u=|p—go - \n

The symbol » here denotes the total number of replies, ¢ defines
the function ¢ = 2 arcsin p, calculated or found in special tables
according to the percentage of correct responses (see [Urbach 1975:
285-287]; see in somewhat abbreviated form Appendix 2 [Girdenis
1981a: 210-211]). ¢, is the same function corresponding to a
threshold of 50% (i.e., random guesswork).

The resulting value of the u-criterion is compared with the criti-
cal values'” ug0s = 1.96, 1o, = 2.58, ugp0; = 3.29. If it is greater than
Uy 01, Wwe can confidently state that the words in question differ in a
phonologically significant feature, since the probability of the absence
of a distinction is in this case less than 0.01 (one in 100). We can
reach an even firmer conclusion if the u obtained > ug ;. In this case,
the probability of the absence of a distinction would reach 0.001 (that
is, one in 1000). If, in repeating the experiment, we keep obtaining
u < uys, we would have to adopt the so-called null hypothesis (H,),
indicating the identity of the samples in question, that is, the absence
of a phonological distinction. If we get uq5s < u < 1y, the experiment
is continued until the results are clearer (i.e., u > 1y, Or u < g s).

In order to obtain evidence which does not raise any doubt, it is
sometimes expedient to choose a 67%, rather than 50%, critical
threshold (that is, to find ¢, using 67%; cf.: [Jensen 1961: 159-161;'"

7 When working with a computer, it is not difficult to calculate a far more
certain probability for a distinction, and therefore these critical values may not
be needed.

'® Jensen discusses three thresholds for distinguishing sounds: 100-85% cor-
rect responses: a clear opposition; 65—-60%: no opposition; 85-65%: a weak
(“semi-phonological”) opposition [Jensen 1961: 155-166] (see also [Makaev
1964: 131]). Experience shows that even these requirements (seemingly milder
than those mentioned in fn. 16) are too stringent; in many cases they can be sat-
isfied only by ideal listeners, who have excellent hearing and attention spans,
and are working under superb acoustic conditions. Moreover, this overlooks
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Piotrovskij 1966: 37 and fn. 45]), hence to take the view that only an
experiment which gives more than two-thirds correct responses has
probative value. In general, such a stringent requirement has, we
might say, only psychological value. It should be considered only
when conditions do not allow for experimenting with a larger number
of listeners or when performing a so-called experimentum crucis: a
pivotal study which would finally resolve a long-standing contentious
issue.

§ 48. An evaluation of the results of listener experiments is facilitated by
computer-generated tables based on the above-mentioned formula (see Appen-
dix 3). Choosing the 50% or 67% critical threshold, we find the column
corresponding to the total number of responses » and we compare the number of
correct responses n; with the critical values shown in this column. If we get
ny > Zyo1, the experiment is statistically significant; if n; < Z;¢s, the result is
statistically insignificant (z will undoubtedly be smaller than ugs). If Zy s < n; <
Zo01, We continue the experiment. As we have seen, we do not need to calculate
either the percent or the u-criterion here, and therefore it is quite convenient to
use tables when investigating various dialectal phonological phenomena in the
field (cf. [Bukantis 1983]). For example, if we get 129 correct responses (#;) out
of 220, we learn from the table column corresponding to » = 220 that this
number is greater than Zyos = 125, but somewhat smaller than Zy,; = 130. This
shows right away that the experiment needs to be continued, i.e., that more
responses need to be collected. If, in experimenting further, we collect, for
example, 205 correct responses out of 350, we can terminate the experiment,
since 205 > Zy; = 200, and this shows a statistically significant difference.”

stylistic and sociolinguistic variation in linguistic expression, and also the
simple fact that phonological distinctions are embodied in acoustic features of
differing salience: the distinction between, say, [§] and [n] is one thing; that
between [w] and [v] or [¢] and [¢] is quite another.

"1t should be noted that negative listening experiments do not always show
the absence of a sound distinction (phonetic or perhaps even phonological). As
the subtle work of William Labov has shown [Labov, Yaeger, Steiner 1972:
229; Labov 1978; Labovas 1994: 105ft.] (for discussion, see [Linell 1979: 41—
42, 222 and references]), language informants may not always perceive phonetic
distinctions, although they consistently realize them in their own speech. A more
reliable phonological interpretation of this phenomenon has thus far not been
suggested, if, of course, we overlook the “genetic” hypothesis, which claims that
such distinctions can be passed on from generation to generation in childhood,
when phonetic hearing is particularly sensitive (cf. [Linell 1979: 42]).
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c) DISTRIBUTION

§ 49. Every phonological unit, established either by a simple or
experimental test, is associated with a certain sound context, called its
position. For example, we find labialized [k°], [g°], [$'], [Z°], [t"], [d°]
only before vowels of the type [u], [u] and [o]; non-labialized [k],
[g], [8], [Z], [t], [d] only before [a'] and [a]; palatalized (soft) [d], [t]
only before the vowels [i°], [i], [e'], [e], [¢'], and other soft consonants;
and aspirated [k‘] and [t] can only be heard word-finally (especially
before a pause).”’

All the positions which can be occupied by a sound or phono-
logical unit form its distribution (Lat. distribuo ‘1 distribute’) [Harris
1963: 15-16; Pilch 1964: 28; Chémp 1964: 66 and references;
Stepanov 1966: 42-43; Heike 1972: 41; Steponavicius 1976;
Meinhold, Stock 1982: 36]. The distribution of labialized [k°], [g°]
consists of the positions [—u'], [—u], [—o] (the dash in these
formulas indicates the place of the unit in ques‘[ion);21 the distribution
of soft [t], [d] consists of the positions [—i‘], [—i], [—e'], [—€],
[—e'] (abbreviated [—V']) and [—C]; the distribution of aspirated
Lke], [t]is [—#], and that of velar [n] is [—k], [—g] (abbreviated [—
¢])- We can represent a distribution even more concisely by using a
slash mark as a “logogram” meaning “occupies the position,” “in the
position,” “has the distribution.” We read the notations [g°]/ [—u],
[n] / [—2] as “a labialized [g°] is found before [u‘],” “a velar [] is
found before [k] and [g].”

This abbreviation is especially convenient in describing various
synchronic or diachronic processes, for example s — § / [—¢] = s

2 Martinet’s term virtual (or potential) pause would be somewhat more accu-
rate [Martine 1963: 411-413], since the places where pauses occur rarely lack
an acoustic signal.

! The notation [—u-] is read “before the vowel [u']”; [u—u-] “between short
[u] and long [u'].” The following symbols are conventional in these formulas:
V: vowel, V': front vowel, V'*: back vowel, C: consonant in general or hard con-
sonant, C (C"): soft consonant, R: resonant (sonorant; [1, m, n, r]-type sounds),
S: fricative ([s, §]-type sounds), T: plosive consonant. The symbol # marks the
beginning or end of a word (a pause): [#—#] means “between pauses,” [#—]
“after a pause,” [—#] “before a pause” (cf. [Harris 1963: 61-75 et passim]).

2 This notation of distribution has been universally adopted by the adherents
of generative phonology (for example, [Chomsky, Halle 1968: 14ff.; Harms
1968: 43ff.; Schane, Bendixen 1978: 601t.]).
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becomes § (a palatalized hushing fricative) before ¢ (a palatalized
hushing affricate).

§ 50. The distribution of two or several phonological (and in
general linguistic) units can be of three types: contrastive (or opposi-
tional), complementary, and cross distribution.”

§ 51. Contrastive or oppositional distribution (most often simply
contrast or opposition, from Fr. contraste ‘contrast’, Lat. oppono ‘1
place in front of, opposite’) exists between units which are used in the
same position.24 Examples of this distribution would be all the above-
mentioned minimal pairs, since the initial sounds distinguishing the
members of these pairs are in the same position: kalva ‘hill’ : galva
‘head’, kurti ‘make (a fire); to create-INF’ : gurti ‘crumble-INF’, Salia
‘alongside’ : Zalia ‘green-NOM.SG.F’. To show the identity of position
more clearly, we can write these words [gaivé], [gnﬁéﬁ], [alz] (see, for
example, [Harris 1963: 74]). Optional variants are similarly used, but
at this stage of investigation they can be eliminated (or simply disre-
garded), since they do not have a distinctive function. Hence it is rea-
sonable to speak of a contrastive distribution, or opposition,” only of
phonological units, that is, sound elements capable of distinguishing
referential meaning.

» More types of distribution are sometimes distinguished (cf. [Stepanov
1975a: 203-204; Steponavicius 1976: 66]), but for actual phonological analysis
they are not important.

**In American linguistics, the term contrast, contrastive distribution has gen-
erally become established [Hockett 1955: 155, 212ff.; Harris 1963: 65 et passim;
Chémp 1964: 95-96]; Europeans usually use opposition (Ger. Gegensatz
[Trubetzkoy 1977: 30 et passim] or Opposition [Meinhold, Stock 1982: 29 et
passim]; Ru. onnosuyus, npomusononoscenue [Trubeckoj 1960: 38 et passim],
the term npomusonocmasnenue is also frequent; cf. also Fr. opposition [Vachek
1964: 142]; It. opposizione [Muljaci¢ 1973: 177 et passim]; Sp. oposicion
[Alarcos Llorach 1975: 39 et passim]). Martinet adopts both terms: contrast for
syntagmatic relations (especially of stressed/unstressed syllables), and opposi-
tion for paradigmatic relations (on these concepts, see also § 87ff.) [Martine
1960: 41]. For Lithuanian, kontrastas ‘contrast’ is more convenient than
opozicija ‘opposition’, since alongside of it the verb kontrastuoti ‘contrast-INF’
is possible (for example, “Garsai [a] ir [e] kontrastuoja tik zodzio pradzioje.”
‘The sounds [a] and [e] contrast only word-initially’; cf. [Girdenis 1976]).

 In the linguistic literature this term is understood in precisely this way (cf.
[Stepanov 1975a: 204]).
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§ 52. Complementary distribution (Ru. odononnumenvnas ouc-
mpubyyus) is a relation between those linguistic units which are used
only in different positions (in terms of logic, a relation of exclusion)
[Pike 1947: 93; Hockett 1955: 155; Harris 1963: 61ff.; Glison 1959:
231-232; Pilch 1964: 10; Stepanov 1966: 105; Koefoed 1967: 76;
Heike 1972: 41; Lyons 1968: 112-113 = Lajonz 1978: 126-127,
Meinhold, Stock 1982: 129-130].° A relation of complementary
distribution exists, for example, between the sounds [t], [t"], [t] and
[t], since they are found only in the positions [—3], [—a], [—v] and
[—#], respectively: [td'fe'] “tdré” ‘pronounce-3PST’, [t°Uifis] “tiris”
‘volume-NOM.SG’, [filti] “alti” ‘grow quiet-INF’, [j6°t'] “jor” ‘ride [on
horseback]-SHORT-INF’); between [n], found before [a‘] and [d], and
[n], found only before [k] and [g]: [nd'mas] “ndmas” ‘house-NOM.SG’,
[banda] “banda” ‘herd, flock-NOM.SG’ and [ba.nkas] “bdnkas” ‘bank-
NOM.SG’, [banga] “banga” ‘wave-NOM.SG’; between open [&°] and
close [e'], whose positions are [—C] and [—C], respectively: [A&-3a]
“nésa” ‘carry-3PRS’ : [A&'Se] “nése” ‘carry-3pST’, [g&ras] “géras”
‘@00d-NOM.SG.M’ : [g&Tae] “géria” ‘drink-3PRS’. A good example of
complementary distribution in Russian and some Lithuanian dialects
is “hard” [b1] and “soft” [i]. The first is found only after hard con-
sonants, and the second only after soft consonants or after a pause: Ru.
coiepan [swvigral] ‘(he) played’ : wepamw [igrat’] ‘play-INF’, Owvims
[bbit'] ‘be-INF’ : 6ump [b'it’] ‘hit-INF’, SAukst. Lith. dZidsele. “didele”
‘big-ACC.SG.F’ : dzideeli. “dideli” ‘big-ACC.SG.M’.

Sounds which occur in complementary distribution cannot
replace one another in the same context, and therefore the properties
which distinguish them do not have a distinctive function. For
example, if we contrive to pronounce a velar [g] in place of [n] at the
beginning of the word namé ‘homeward’, we would get the impos-
sible Lithuanian sound sequence *[nam°0‘], which of course cannot
convey or distinguish any meaning (cf. § 44).*” In other cases, the

26 7awadowski has persuasively criticized the term complementary distribu-
tion; he suggests exclusion as a more accurate substitute [Zawadowski 1966:
217]. But a term’s stability (as for language in general) is unquestionably more
important than its formal accuracy.

T Exploratory experiments have shown that *[na-ras], *[nadus] (with [n]
inserted with a specially adapted computer into [—4a-ras], [—aSus], clipped from
the words naras ‘diver’, nasiis ‘productive; fruitful’) are perceived as strange-
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result may not be as drastic, but we would nevertheless not hear
normal Lithuanian words, at least not words which would differ in
meaning from the previous words: *[g°atva] ‘head’ (with the [g°] of
gusti “get used to-INF’), *[s°d'ke’] ‘say-3PST’ (with the [s°] of siiris
‘cheese’), *[k‘dras] ‘war’ (with the [k] of [jo'k’] ‘ride [on
horseback]-2SG.IMP”) would just sound like “exotic” versions of the
words galva, sdke, karas.

§ 53. Not all phonologists distinguish cross distribution, since it
is a sort of combination of contrastive and complementary distribu-
tion. The term denotes a relationship among linguistic units used in
some cases in the same position, and in other cases only in different
positions [Steponavicius 1976: 66 and references]. For example, at the
beginning of a Lithuanian word after a pause, many speakers use both
[a] and [e]: avis ‘sheep’ : ezis ‘hedgehog’, asilitikas ‘donkey (dim.)’ :
eglyniuikas ‘fir grove (dim.)’, but in other cases they are in comple-
mentary distribution: after hard consonants only [a] can occur, and
after soft consonants only [e] (see § 59, table 5). The same distribution
is found for Lithuanian hard and soft consonants (see § 137 table 14);
both can occur before back vowels, but elsewhere they exhibit com-
plementary distribution: before hard consonants and a pause only hard
consonants occur, and before front vowels and soft consonants, only
soft. In establishing phonemes, we focus attention on those positions
in which the distribution of the units in question is contrastive. There-
fore, cross distribution is almost always considered a particular case
(and moreover, the most frequent case) of the first (contrastive) type
of distribution.

d) PHONEMES AND ALLOPHONES

§ 54. Having examined the distribution of sound units (or, put
more simply, sounds), we can proceed to the identification of phonemes.
In surveying at a glance all the “diagnostic” positions which
certain sounds occupy, we are aided by distributional charts; see [Pike
1947: 81; Harris 1963: 63 (fn. 12), 69, 74; Schane, Bendixen 1978:
24-25]). The rows in the chart show symbols for the sounds in ques-

sounding gdras ‘steam’, gasus ‘well-dressed’ and are never considered varieties
of the words ndras, nasius. This once again confirms the baselessness of the
above-mentioned method of “mechanical” commutation (fn. 12).
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2. Paradigmatic Identification of Phonemes § 54

tion, while the columns show the positions occupied. A plus sign (or
some other symbol) at the intersection of a row and column indicates
that the sound is used in the corresponding position; the absence of a
symbol means that the sound is not used in that position. For example,
the distribution of the Lithuanian consonants [1], [n] and [n] can be
represented as follows (table 1).

Table 1. Distribution of the consonants [1], [n] and [g] in Lithuanian®

Positions
Sounds [—a] [—4] [ [—#]
1 2 3 4
R + + + +
[n] + + +
[n] +

The following word pairs illustrate this distribution: /asus ‘drop-
ACC.PL’ : nasus ‘productive; fruitful- NOM.SG.M’ [—a], ldmg ‘llama-
ACC.SG’ : ndmg ‘house-ACC.SG’ [—a’], pilta ‘poured-NOM.SG.F’ :
pinta ‘braided-NOM.SG.F> [—t], pildavo ‘pour-3PST.FREQ’ : pindavo
‘braid-3PST.FREQ’ [—d], falka ‘collective assistance’ : ra[ylka ‘hand’
[—k], alga ‘wages’ : a[g]ga ‘opening, hole’ [—g], gal ‘perhaps’ :
man ‘to me’, o6l “until’ : ton ‘that-ILL.SG.F’ [—#].

In comparing the table and the examples, we see that two pluses
in a single column indicates a contrastive distribution, in other words,
a phonological opposition or contrast. Thus [1] and [n] form a phono-
logical opposition, contrasting with one another in positions 1, 2, and 4;
[1] and [y] contrast in position 3 (that is, before [k] and [g]). Sounds
capable of contrasting in a single position perform a distinctive func-
tion, and must be considered distinct phonemes, or (more pedanti-
cally) manifestations (Lat. manifesto ‘I show, I reveal’) [El’mslev
1960b: 361; Koefoed 1967: 66] or realizations [ Trubetzkoy 1977: 36 =
Trubeckoj 1960: 45] of distinct phonemes.”” Thus, there is no doubt
that Lithuanian [1] and [n], as well as [1] and [n] are realizations of

¥ For the sake of clarity, here and elsewhere the representation of the distri-
bution of sounds is highly simplified. In examining these examples, one needs to
imagine that the sounds in question can only occupy those positions indicated in
the table, although the real situation is often far more complicated.

¥ The term j(si)kinijimas ‘embodiment’ (Ru. eomnowenue, cf. [Saumjan
1962: passim]) is also used.
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separate phonemes. Leaving position 3 aside for now, we can say that
in positions 1, 2, and 4, we have the independent phonemes /1/ and /n/
(here glond elsewhere, slanted lines represent phonological transcrip-
tions).

The relationship between [n] and [g] is different. We find no
single column in the table which would have pluses in the both the [n]
and [n] rows; where [n] is used (positions 1, 2, 4) [n] does not occur,
and where [n] is used (position 3) we do not find [n]. Only taken
together do [n] and [n] fill all the positions in which we find [1]. Thus
[n] and [n] complement one another, as it were; they are in comple-
mentary distribution.

§ 55. It is only such sounds whose distribution is complementary
which cannot distinguish words. If, for example, two words differ in
that one has an [n] after the sound sequence [ba] and the other an [n],
then they must necessarily differ in those sounds which condition the
non-identity of [n] and [g]. After [n] we will not find either [k] or [g],
and no other sound except [k] or [g] will follow [n]. Thus, sounds in
complementary distribution do not perform a distinctive function;
their lack of sameness is conditioned by other sounds or sound fea-
tures, rather than by different word meaning. Such sounds can there-
fore be considered variants of the same phoneme, as long as they have
features in common, that is, if their acoustic and articulatory proper-
ties are similar (cf. Trubetzkoy’s third rule [Trubetzkoy 1977: 4445 =
Trubeckoj 1960: 56-57]; see also [Pike 1947: 69—70; Glison 1959:
229; Harris 1963: 64—-65; Hockett 1968: 129; Koefoed 1967: 19, 77;
Meinhold, Stock 1982: 51, 71ff.]).’' Lithuanian [n] and [n] fully

3 In works of the Moscow Phonological School, another type of bracket is
generally adopted: “ <> (see, for example, [Reformatskij 1961: 114]). In the
present work, these are reserved for optional realizations (see fn. 68) and for
“foreign” (marginal) phonemes, such as <f>, <h>, <o> (for example in the word
choras ‘chorus’).

3! In establishing phonetic similarity, we can use charts of phonetic “natural
classes” (for example, [Pike 1947: 70; Glison 1959: 294; Shane, Bendixen 1978:
24-25]). Additionally, in uniting sounds into a single phoneme, we must observe
phonetic realism; we must ensure that specific distinctions flow naturally and
simply from the phonetic context [Hockett 1955: 156].

It should be emphasized that in this case there are no differences, aside from
terminology, between the Praguians and the descriptivists (cf. [Fischer-
Jorgensen 1975: 85]).
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satisfy this condition: both of these sounds are nasal sonorants, both are
articulated with the tongue (cf. the labial [m]), both are pronounced
with vibration of the vocal cords. Therefore [n] and [1] are variants of
the single phoneme /n/.

Variants of this type are not optional. We cannot freely choose
what to pronounce in the words ndmas ‘house’ or anga ‘opening’; the
norms of Lithuanian do not permit us to say either *[nd-mas] (with a
velar [g]) or *[anga] (with an apical [n]). Similar sounds of this sort,
belonging to a single phoneme and showing complementary distribu-
tion, are called combinatory variants of a phoneme (Ger. kombina-
torische Variante [Trubetzkoy 1977: 44], Ru. komburnamopHule eapu-
anmwt [Trubeckoj 1960: 56]) or allophones (Gk. allog ‘other’, pwvij
‘sound’) [Chémp 1964: 35-36 and references]. Often used in the same
meaning is the term positional or contextual variant.*”

Some linguists (especially representatives of the Petersburg
(Leningrad) School or “pure” phoneticians) are inclined to use the
term positional variant only for those allophones which are condi-
tioned not by adjacent phonemes, but by prosodic elements such as
stress, pitch accent, and intonation. Combinatory variants are only
those which occur alongside other linear elements (for example,
[Zinder 1979: 47; Bondarko 1981: 68-74; Pakerys 1986: 41-43]). In
general, combinatory variant, positional variant, and allophone are
synonymous terms (cf. [Mulja¢i¢ 1973: 165]),>® and do not need to be
distinguished artificially, especially since this needlessly narrows the

32 Cf. also Lith. atspalvis ‘nuance’ (Ru. ommenox [Séerba 1955: 19]), varia-
cija ‘variation’ [Reformatskij 1970: 98], varietetas ‘variety’ (Dan. varietet is
translated into Russian rather strangely as gapuam [El’'mslev 1960b: 338ff.];
varieties are opposed to variations—optional variants). Over the past decades,
this motley terminology has generally been superseded by allophone (see, for
example, [Vachek 1966: 51; Steblin-Kamenskij 1966: 69ff.; Stepanov 1966:
19ff.; 1975b: 77ff.; Zinder 1979: 35ff.; Bondarko 1981: 68ff.]). This tide was
not resisted even by the conservative Petersburg (Leningrad) School: its eminent
representative Zinder speaks only of nuances in the first edition of his General
Phonetics (1960); in the second edition (1979), the term allophone is already
fully established (cf. [Zinder 1979: 45-49 et passim]).

33 Hammarstrom considers the term positional variant more convenient, since
combinatory variant implies coarticulation (shared articulatory features of
neighboring sounds), which is not always necessary for such variants
[Hammarstrom 1966: 19].
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concept of position and seemingly overlooks the important fact that
combinations of phonological units can be simultaneous as well as
linear (see § 93). The most convenient term is undoubtedly allophone,
but the other two, quite typical of the classical Prague School and
often found in the literature, should not be forgotten.

§ 56. Having examined terminology, we may return to our
examples and draw a final conclusion: Lithuanian [n] and [n] are allo-
phones, or combinatory variants, of a single phoneme /n/. Thus the
three sounds in question, [], [n], and [n], can be reduced to two pho-
nemes: /l/ and /n/. The phoneme /I/ is realized in all the above posi-
tions as an [1]-type sound, while the phoneme /n/ is represented by two
different allophones:

[n] /[—

/{5

We can see from table 1 that the allophone [n] occupies more
positions and has a broader and freer distribution than [g]. An allo-
phone with a freer distribution is called the basic variant of the pho-
neme [Séerba 1955: 19; 1974: 200; Hammarstrom 1966: 21; Stepanov
1975b: 77-78; Zinder 1979: 49, Meinhold, Stock 1982: 35], or the
norm of the phoneme [Pike 1947: 62], or the phoneme standard (for
example, [Vinogradov 1976: 298-299]). There are linguists (for
example, [Polivanov 1968: 138; Klimov 1967: 44]) who regard the
basic allophone with suspicion and doubt the advisability of
distinguishing it; some linguists hold that not all phonemes have such
a variant (for example, [Sokolova 1948]).**

Most often in Lithuanian the role of basic variant, or norm, falls
to the consonantal allophone used in word-initial position before [a]

FH o+ i
—

n/

3% Formerly, the basic allophone (variant, nuance) was sometimes unjustifi-
ably identified with the phoneme (for example, [S¢erba 1974: 119]; cf. [Zinder,
Maslov 1982: 43]). This identification is already present in embryonic form in
the works of Baudouin de Courtenay (for example, [Boduén de Kurtené 1963:
vol. 1, 278]). This allophone is also confused with the so-called metaphoneme
(cf. [Zinder 1979: 49-50] and § 64, fn. 45, of the present work).
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(that is, positions of the type [—a]).”” Basic variants of vowels are
found in absolute word-initial position before [Ca]-type syllables, and
especially in positions of isolation (of the type [#—#]).

If there are no technical obstacles, a phoneme is transcribed with
the phonetic symbol for its basic allophone; thus we write /n/, and
not /n/.

§ 57. Once the basic variants of phonemes have been estab-
lished, a description of their realization becomes much easier. For
example, we can now substitute this simple formula for the above-
mentioned rule describing the allophones of the phoneme /n/:

/= [9]/ [—%]

We can omit the part of the rule showing the distribution of the
apical allophone [n], since only the velar [g] is a deviation from the
“norm,” the basic variant of the phoneme /n/.

§ 58. The relationship between phonemes and allophones can be
represented in the same distributional charts; we just need to add a
column showing the phonological interpretation of the sounds in
question (see table 2).

Table 2. Distribution of allophones of the phonemes /I/, /n/ in Lithuanian

Positions
Allophones [—a] [—4] [—] [—#] Phonemes
1 2 3 4
[1] + + + + N/
[n] + + +
/n/
[n] +

Using the table, we can always correctly read such words as
/bangd/ “banga” ‘wave’, /atd‘tranka/ “atdtranka” ‘recoil’, /banda/
“banda” ‘herd; flock’, /ma-mas/ “ndmas” ‘house’, etc., written in pho-
nemic transcription, since the precise allophone of the phoneme /n/ is
shown by its position. In the first two words, we have position 3 [—l;]
and therefore the allophone [p]; in the fourth word, /n/ is used in

position 1 [—a], where only the allophone [n] is possible. The same

35 This can be explained by the relatively “neutral” articulation of this sound
and the very high frequency of [a] in connected texts (this is the most frequent
sound in both standard Lithuanian and in the dialects, see [Svecevi¢jus 1966;
Girdenis 1981b (= Girdenis 2000c: 205ff.); 1981¢c (= Girdenis 2000c: 225ff.);
Jasitinaité 1993: 146f.; Karosiené, Girdenis 1993 (= Girdenis 2001: 64ff.)]).
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allophone is pronounced in the third word as well, where /n/ is in
position 2 [—y]. Thus, a phonological interpretation and phonological
transcription eliminates (disregards, ignores) those differences and
features of sounds which depend on position, and can therefore be
restored, as needed, according to general rules. A transcription of this
sort provides the same essential information as a detailed phonetic
transcription, using far fewer symbols.

e) CONCRETE EXAMPLES

§ 59. Let us examine a few more examples.

1. Recall the sounds [t] # [d], [t°] # [d°], [T] # [d], [t] # [d] exam-
ined in § 43. Restricting ourselves to the above-mentioned examples
([tate] “tare” ‘pronounce-3PST’ : [dafe] “dare” ‘do, make-3PST’,
[tvar™us] “fvarus” stable, steady-NOM.SG.M’ : [dvar’us] “dvaris”
‘estate-ACC.PL’, [tU] “s” ‘youw’ : [d°U] “di” ‘two’, [t"Tfis] “tiris”
‘volume-NOM.SG’ : [d°Uifis] “diris” ‘prick, stitch-NOM.SG’, [tiek‘]
“tiek” ‘so much’ : [diek‘] “diek” ‘plant-2SG.IMP’, [tfi's] “#r§is” ‘three’ :
[dil's] “drjs” ‘dare-3FUT’), we can construct the following distribu-
tional chart (table 3).

Table 3. The phonemes /t/, /d/ and their most salient allophones in Lithuanian®®

Positions _
Allophones | [—4] [—V] [—i] [—C] [—f] | Phonemes
1 2 3 4 5

[t] + +

] + W

[£] +

[{] +

[d] + +

[d] * 1/

[d] +

[d] +

3 Not shown in the table are such allophones as the lateral plosives [t], [d"]
(in the position [—1], for example: arlakinti ‘come running-INF’, gddlapiai
‘bugloss leaves’), the nasal (or faucal) plosives [t'], [d"] (/[—n]: Putna
[surname], litidnas ‘sad’), alveolar plosives [t], [d] (/[—rt]: tratéti ‘crack,
crackle-INF’, drdpanos ‘clothes’), and the aspirated plosives [t] (/[—#]: jot
[jot']; see also § 164).
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Each column contains two plus signs. This shows at the outset
that the eight sounds in question need to be combined into two pho-
nemes. The following sounds are in complementary distribution: a) [t]
(positions 1 and 2), [t°] (position 3), [t] (position 4), [t] (position 5);

b) [d], [d], [d], [d]; ©) [¢], [d"], [d], [€); d) [d], [t'], [&], [d]; e) [1], [d"],

[{, [€ O [, [t [d], [€; ) [d], [d’], [i], []; ... . Of these possible
combinations, the criterion of phonetic similarity allows us to select

only the two first variants (a and b): [t], [t°], [t] and [t] are allophones
of the phoneme /t/, and [d], [d°], [d] and [d] are allophones of the
phoneme /d/. [t] and [d] are undoubtedly to be considered the basic
variants, used in the most neutral position, [—a].

2. On the basis of the words [kas] “kas” ‘who/what-NOM’ : [tas]
“fas” ‘that-NOM.SG.M’, [K°uf.t§"us] “kurcius” ‘deaf person-NOM.SG’ :
[t°uf.t§°us] “furcius” ‘rich person-NOM.SG’, [k°6'ks] “koks™ ‘what (sort
0f)-NOM.SG.M’ : [t°0°ks] “toks” ‘such (a)-NOM.SG.M’, [krAnas] “krdnas”
‘crane-NOM.SG’ : [trAnas] “trdnas” ‘drone-NOM.SG’ ([t] is an alveolar
articulation of [t]), [j6'k‘] “jok” ‘ride (on horseback)-2SG.IMP’ : [j6°t°]
“jot” ‘ride (on horseback)-SHORT-INF’, we can construct the following
distributional chart of the sounds [k], [t], [k°], [t'], [t], [k‘] and [t‘]
(table 4).

Table 4. The phonemes /k/, /t/ and their allophones in Lithuanian

Positions
Allophones [—a] [—i] [—r] [—#] Phonemes
1 2 3 4

[k] + +
[k°] + /k/
(k] +

[t] +

[t'] +

[ n It/

[t'] +

This time, perhaps without further analysis, it is clear that [k],
[k°] and [k°] are allophones of the phoneme /k/, and [t], [t°], [t] and
[t*] are allophones of the phoneme /t/. [k] and [t] must be considered
the basic variants. More interesting here are the aspirated allophones
[k°] and [t°], appearing in word-final position, and the alveolar [t],
which appears under the influence of the alveolar trill [r].
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If we were to abandon the criterion of phonetic similarity and
combine into phonemes [k] and [t°], rather than [k] and [k"], and [t]
and [k°], rather than [t] and [t°], we would not disturb the identity of
the words, but we would artificially complicate not just the description
of the relationship of phonemes and sounds, but also certain gram-
matical rules. Let us assume that [k] and [t"] = /y/, and [t] and [k’] =
/6/ and transcribe several word forms each of the words kas, tas: a)
/yas/ = [kas] “kas” ‘who/what-NOM’, /00/ = [k°0°] “k6” ‘who/what-
GEN’, /yam/ = [kd.m] “kam” ‘who/what-DAT’, /0ud/ = [k"ud] “kud”
‘who/what-INS’; b) /Bas/ = [tas] “fas” ‘that-NOM.SG.M’, /x0/ = [t°0°]
“t6” ‘that-GEN.SG.M’, /0am/ = [td.m] “tam” ‘that-DAT.SG.M’, /yud/ =
[t"ud] “rfud” ‘that-INS.SG.M’. As we see, the word forms of each of
these pronouns remain distinct after this operation, but the strange
consonantal alternation /y/ : /0/, /8/ : /y/ appears, which is not
explained on any more reasonable grounds. We can avoid this compli-
cation if we observe the criterion of phonetic similarity and combine
the sounds in question into phonemes as shown in table 4.

In thus observing phonetic similarity, we also satisfy the crite-
rion of grammatical expediency, which is sometimes worth special
consideration. This criterion requires sounds which are not used in a
single position to be grouped into phonemes in such a way that we can
more easily and simply formulate the grammatical rules of a language
or dialect (see [Harris 1963: 76-78; Stepanov 1966: 225-228;
Bulygina 1977: 96-97; Panov 1979: 118-119]).” Of course, this

37 Phonologists of the Petersburg (Leningrad) School even maintain that only
the grammatical criterion allows us to distinguish phonemes, since, in their
view, only those minimal units of expression, which by themselves can be the
expression of some individual morpheme, can be considered phonemes (cf.
[Zinder 1979: 37]). For this reason, they are inclined to believe that analytic lan-
guages (like Chinese or Vietnamese) do not have true phonemes; their minimal
linear unit of expression is the syllable, or the so-called syl/labophoneme; they
argue that the analytic languages of Europe are also approaching such a syllable
structure [Kuz’menko 1991]. There is no question that inflectional language
structure in the distant past had encouraged an intuitive phonological analysis
and the discovery of alphabetic writing, but this in no way shows that scientific
phonological studies would also need to stop at this artificially set boundary.

It should be said that in certain individual cases, even the criterion of gram-
matical expediency is not all-powerful. For example, if Russian [51] is consid-
ered a separate phoneme, paradigms and rules of declension become easier and
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criterion is not the most important and should be considered only in
special circumstances (that is, when distribution and the criterion of
phonetic similarity permit several equivalent interpretations).

3.1t is well-known that in standard Lithuanian, short (lax)
vowels have the following allophones in these positions (if we
disregard words of non-Lithuanian origin); see table 5.

Table 5. The distribution of short vowels and their allophones in standard
Lithuanian

Positions
Allophones [#—] [C—] [C—] Phonemes
1 2 3
[a] + + /a/
[e] + + /e/
[i] + + i/
[u] + +
[a] n u/

As we see, there is a relationship of cross distribution between
the vowels [a] and [e] here: an opposition in position 1 (after a pause),
and complementary distribution in positions 2 and 3 (that is, after a
consonant). Since these vowels contrast in at least one position, they
must be considered separate phonemes /a/ and /e/. Of the allophones
[u] and [u] (a fronted [u], for example: [gai°ﬁ] “galit” ‘be able-1SG.
PRS’, [k°ur°o] “kitiro” ‘get holes, wear through-3PST’) of the phoneme
/u/, the basic variant is undoubtedly [u]. The distribution of the pho-
neme /i/ appears not to be quite consistent, since [i] is lacking in posi-
tion 2 (that is, after a hard consonant), but this lack of consistency is
quite frequent in natural languages and should be considered normal.

The phonemic opposition /a/ and /e/ is very weak in the standard
language [Kazlauskas 1967: 238; 1968c: 325; Girdenis, Zulys 1973:
207 (= Girdenis 2000b: 376)]. No single reliable minimal pair can be
found, if we do not count the foreign borrowings aféktas ‘fit of pas-
Sion-NOM.SG’ : eféktas ‘effect-NOM.SG’ and refrain for now from

more consistent [Bulygina 1977: 96-97], but, on the other hand, the identity of
roots beginning with the vowel [i] breaks down: uepan ‘played (impf.)’ : coiepdn
‘played (pf.)’, uckams ‘look for (impf.)-INF’ : ceickame ‘find (pf.)-INF’, uoywuii
‘going’ : npedwioywuii ‘previous’. All linguistic logic would indicate that in
these forms [b1] is an allophone of the phoneme /i/ which occurs after an open
juncture (coiepan = /stigral/; cf. § 36).
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breaking down diphthongs (cf.: dibé ‘a lot of-NOM.SG’ : éibé ‘damage-
NOM.SG’, alkis ‘hunger-NOM.SG’: elkis ‘behave-2SG.IMP’).”* Neverthe-
less, we cannot consider [a] and [e] allophones of a single phoneme,
since they are not in complementary distribution; hence, there is no
positional basis for explaining their lack of sameness.

The situation is quite different in South Aukstaitic (West
Dzikish), which has the same short vowels [a], [e], [i], [u], [u], as
well as the central (sometimes back) vowel [b1], which occurs in such
forms as (su) kdulor “(su) kiaule” ‘(with) a pig’, Zo-fer “Zolé” “(with)
grass’. The distribution of these vowels is found in table 6.

Table 6. The distribution of short vowels and their allophones in the South
Aukstaitic dialect

Positions _
Allophones [#—] [C—] [C—] Phonemes
1 2 3

[a] + +

[e] n /a/

[i] + + .

(o] n i/

[u] + +

[a] n /u/

There are only three sounds in each position here. This indicates
that in this dialect there should be just three vowel phonemes. On the
basis of phonetic similarity, [u] is linked with [u], [i] with [b1] (cf. also
su_kdruki “su kidquke” “with a jackdaw’ : su_varter “su varle” ‘(with) a
frog’, so that only [a] and [e] remain, which do not share a position in
this dialect, and therefore must be considered allophones of a single
phoneme /a/. Thus in the standard language, the same sounds [a] and
[e] reflect two independent phonemes, while in the South Aukstaitic
dialect (and in many others, especially East Aukstaitic dialects and sub-
dialects) they are allophones of a single phoneme (see [Schmalstieg
1964; Venckuté 1964; Girdenis 1971a: 203—204 (= Girdenis 2000b:
347f.); Kosiené 1978: 38; Girdenis 1983a (= Girdenis 2000c: 290ft.)]).

*¥ The second pair was noted by St. Petersburg University student Aleksej
Andronov, who spent 1993-1994 at Vilnius University. Cf. also asu ‘ace
(experienced person)-INS.SG’ : esu ‘I am’; this pair emerged in a dispute between
Polish linguists Michal Hasiuk and Wojciech Smoczynski during the Third
Conference of Baltists (1975).
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This fundamental difference results from only a slightly different dis-
tribution among these sounds; the standard language has a position in
which their contrast is possible, while the dialect no longer has such a
position.”

§ 60. Sometimes sounds which have almost no phonetic proper-
ties in common are in complementary distribution. For example, the
English glottal (laryngeal) [h], reminiscent of a breathy vowel, is
found only in absolute word-initial position (or after an internal open
juncture), for example ke [hi:], high [ha1], while the velar [n] is possi-
ble only in word-final position (or before an internal open juncture;
for details, see [Strimajtene 1976: 811 and references]): sing [sig]
(cf. sin [smn]), stocking ['stokin] (there is a similar relationship between
German [h] and [n] [Meinhold, Stock 1982: 129]). Thus, [h] and [g]
are related as follows (table 7):

Table 7. Positions for the English consonants [h] and [g]

Positions
Sounds [#—] [—#] Phonemes
1 2
[h] + /h/
[n] + /g/

Although there is no doubt that these consonants are in com-
plementary distribution, we nevertheless cannot consider them allo-
phones of a single phoneme; such a phoneme would have no common
features linking its allophones and distinguishing them from all other
consonantal phonemes [Bulygina 1980: 140]. Following Trubetzkoy
[Trubetzkoy 1977: 32 = Trubeckoj 1960: 40—-41], we could call the
peculiar /h/ and /1)/ relationship an indirect phonological opposition
(see also [Koefoed 1967: 76-77; Kuz’menko 1969: 47-48]).%

** A quite peculiar and apparently more archaic distribution of the vowels in
question is found in the East Aukstaitic Rimsé dialect of the Vilnius region; here
[t], [d], [n] remain unpalatalized before [e] and [e.], and therefore such minimal
pairs as tekit “teku” ‘flow; marry-1SG.PRS’: takii “taki’” ‘path-INS.SG’ (cf. also:
dé.ga “déga” ‘burn-3pPRS’, neSdu “nesiai” “carry-1SG.PST’) are possible.

0 In principle, a biphonemic interpretation [n] = /n/ + /g/ is also possible (see
[Koefoed 1967: 121 and references; Strimajtene 1976: 8—11 and references]; cf.
[Meinhold, Stock 1982: 130—131 and references]). It seems that only Morciniec
categorically objects to this treatment (see [Morciniec 1968: 76ff.; 1971:
120£f.]).
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f) SUMMARY REMARKS

§ 61. Having considered several typical cases, let us recall the
main principles of the paradigmatic identification of phonemes.

1. Two or more sounds are considered separate phonemes if, in
substituting one for the other in at least one position, the meaning of
the words changes (or disappears completely).

2. Two or more sounds are optional (free) variants of the same
phoneme if, in substituting one for the other in the same position, the
meaning of the word does not change.

3. Two or more sounds are considered allophones, or combina-
tory variants, of the same phoneme if they are acoustically similar to
one another and are in complementary distribution (in other words, if
they are used only in separate positions).

4. Sounds which are in complementary distribution are con-
sidered separate phonemes if they have no phonetic features in
common which would unite them and at the same time distinguish
them from other phonemes.

Thus phonemes are established on the basis of distinctive func-
tion, distribution, and phonetic properties. In certain cases we also
observe the criterion of grammatical expediency; of several possible
phonological interpretations, we choose the one which allows for a
better and simpler formulation of the grammatical (especially mor-
phological) rules of the language or dialect in question.

3. THE ROLE OF PHONEMES AND THEIR
VARIANTS

§ 62. As the procedure for paradigmatic identification shows,
phonemes are abstract, rather than concrete, units of a linguistic
system, since in establishing phonemes we disregard properties of
sounds which distinguish optional variants (or concrete sounds)
among themselves, as well as those features which depend on position
and distinguish combinatory variants or allophones. Thus a phoneme
consists of phonetic features common to all of its allophones,"" and an

*! Solncev has quite ingeniously called the phoneme the “printing plate” (Ru.
neyamnas ¢opma) of concrete sounds: [Solncev 1977: 239]. This collocation is
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allophone consists of phonetic features common to all of its optional
variants; in other words, phonemes are the invariants “concealed”
within concrete variations [Jakobson 1962: 315]. In this conceptual
system, the phoneme is the most abstract concept, and the optional
variant is the most concrete—a wholly individual sound pronounced
by a certain person at a certain time and place. Allophones are also
abstract elements, but they are more concrete than phonemes, since
they have properties which are conditioned by their environment (cf.
[Avram 1958: 48-52]).

Allophones of a single phoneme can be quite different. For
example, in the language of the Papua Asmats, the phonemes /m/, /n/
in the position [#—] (after a pause) are pronounced [b], [d], and in the
position [V—V] (intervocalically) as ["b], ["d]. In other Papua lan-
guages (for example Wahgi), the phoneme /t/ in the position [V—V]
is realized by the optionally-used sounds [r] or [1], etc. Indonesian /k/
before a pause or a consonant (in the positions [—#] and [—C])
appears as a glottal stop allophone [?]: bapak = [bapa?] ‘father’,
maktjik = [ma?}hi?] ‘aunt’. The vocalic allophones of Arabic are quite
varied (see § 189). Even in thoroughly non-exotic Spanish, the pho-
nemes /b d g/ between vowels are realized by quite striking non-
plosive allophones: /b/ — [B]/ [V—V] (bobos ‘stupid.PL.M’ = ['boos]),
/d/ — [0] / [V—V] (deda ‘finger’ = ['deda]), /g/ — [y]/ [V—V] (gago
‘stutterer’ ~ ['gayo]) [Glison 1959: 248-251; Alarcos Llorach 1975:
161-162].

§ 63. In every language there are a great many allophones; gen-
erally speaking, there can be as many as there are distinct positions
[Hammarstrom 1966: 18; Hoenigswald 1966: 76]. In our native lan-
guage we almost never notice this, since we are used to reacting only
to those phonetic properties which distinguish referential meaning
(see, for example, [Achmanova 1966: 41-42]).** But let us compare

indirectly reminiscent of form of expression among adherents of glossematics, as
opposed to substance: the sounds or letters with which elements of form (tax-
emes, or cenemes of expression [~ phonemes]) are realized (cf. [Hjelmslev
1959: 40ft.]).

**But those allophones (and variants of phonemes in general) which have
sociolinguistic value can be observed and checked even better than some
distinctive oppositions [Fischer-Jorgensen 1956: 144; Weinreich, Labov, Herzog
1968: 131; Labov 1966: 103] (cf. [Lekomcev 1980: 175]).
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these random word pairs: Lith. kasty ‘dig-3SBIV’ : kasti ‘dig-INF’,
Slapty ‘become wet-3SBIV’ : Slapti ‘become wet-INF’. If we listen
closely, we can note quite easily that the [a] sounds different in all of
these words. In the first word, it is darker and lower in pitch than in
the second, and at its end is somewhat reminiscent of [o]. The [a] of
the third and fourth words is related in a way similar to that of the first
and second, but is somewhat lower and pronounced with the lips
somewhat protruding.” We also pronounce a different [a] in the indi-
vidual syllables [ak], [ap], [at]. We can transcribe these more narrowly
as [ak] [4p] [at]. In the second example, the vowel is significantly
lower than in the first and third, and there is considerable labialization
in the direction of [o]. The [a] of the first and third examples also dif-
fers. A similar relationship can be observed in the syllables [ka], [pa],
[ta]; here also the [a] of the second example is somewhat reminiscent
of [o], while the [a] of the third example approaches [2] or even [&].
We can easily satisfy ourselves that other vowels vary in similar ways
2SG.FUT’, piktas [piktas] ‘angry-NOM.SG.M’ : tikti [tikti] ‘be suited for-
INF’, nésty [Ae§t'u] ‘carry-3SBIV’ : nésti [figsti] ‘carry-INF’). Even
more such variation could be shown by experimental phonetic devices
(see for example, [livonen 1970]), but as mentioned above, only those
phonetic properties which can be perceived by the unaided ear are
important for phonology [Hammarstrom 1966: 18]. It is necessary to
distinguish at least perceptual (perceived by hearing) and “instrumen-
tal” (physical) allophones; only the former have linguistic significance.
In reconstructing a language’s past, we reconstruct only those allo-
phones which have a different later development, neither more nor less.

§ 64. Thus, phonemes exist only in allophones; they are simply
feature complexes common to certain allophones. There are no pho-
nemes which are not realized as allophones. Even in interjections such
as d, 0, é, formed from single sounds, we do not have the pure pho-
nemes /a‘/, /o'/, /g'/, but rather quite intricate complexes made up of
word stress, pitch accent, and allophones of the phonemes in question,
conditioned by adjacent pauses (the position [#—#]), stress, and cir-
cumflex pitch accent. It is true that we sometimes refer to phonemes

* This has been demonstrated experimentally (admittedly, on North Zemaitic
data) in the article [Girdenis, Kubilitté-Kliukiené 1982 (= Girdenis 2000c:
258ff)].
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in isolation by name, but these are not, of course, units of the language
in question (cf. [Stepanov 1975b: 77-78] and [Kuznecov 1970a: 179;
Zinder 1979: 46]). The names of phonemes spoken and written sepa-
rately are considered metaphonemes [Pilch 1964: 115];* they perform
a metalinguistic function and therefore belong to metalanguage, rather
than to language (cf. § 19). When we say that the expression of the
word kalba ‘speech, language’ is composed of the phonemes /k/, /a/,
/1/, /b/ and /a/, we are pronouncing metaphonemes, rather than the cor-
responding phonemes. We could similarly refer to meta-allophones,
meta-variants, and meta-sounds [Pilch, loc. cit.]; a separately pro-
nounced labialized [r°] (taken, for example, from the word riisis ‘sort”)
would be a corresponding meta-allophone or meta-variant.*’

§ 65. Language is a highly organized functional system, and so
the existence of various seemingly unnecessary variants appears at
first glance to contradict the very nature of language. But this is not in
fact the case; both optional variants and allophones are necessary for
normal communication.

§ 66. Optional variants are necessary, if only so that all people
might use the same language: children and adults, women and men,
fast and slow speakers, speakers with high and low voices. Secondly,
if there were no optional variants, we would not be able to recognize
people, their moods, their social and geographic affiliation, from their
speech. Thirdly, as mentioned above (§ 17—18), certain generally-used
optional sound variants can have an expressive function; they can
indicate a speaker’s relationship to the message and the interlocutor.
For example, in very proper standard Lithuanian or in the West

* 1t is not clear why Voronkova [1981: 10] believes that Pilch uses this term
as a synonym of phoneme.

* The confusion of the concepts of metaphoneme and phoneme, or meta-
variant and variant, sometimes leads to serious errors. For example, some
linguists argue that Russian [i] and [b1] are realizations of different phonemes,
based on the fact that the names of these sounds (or their corresponding letters)
can appear in the same position (that is, between pauses, for example, [Zinder
1979: 65-66]). But such examples do not prove anything, since they belong not
to the Russian language itself, but to the corresponding metalanguage ([i] and
[e1] are only different meta-variants, rather than words). With little effort, a good
phonetician can separately pronounce, for example, Lithuanian [n] and [k°], or
English “clear” [1] and “dark” [t], but that assuredly does not make them
independent phonemes.
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Aukstaitic Kaunas (Suvalkija) dialect, a stressed [i] can in some cases
be replaced by a half-long [e.]: the pronunciation [V¢.sas], [Z¢.n"0.ma]
is found instead of the neutral “Suvalkija” [Visas] “visas” ‘all-
NOM.SG.M’, [Zin°0.ma] “Zinoma” “of course’. This pronunciation often
reflects a speaker’s absolute certainty regarding his or her own mes-
sage or that of the interlocutor. A similar function is seen in the low-
ering and lengthening of a vowel in a pretonic syllable, accompanied
by corresponding intonational modulations: [Ve.#sa~!] “visa!” ‘all-
NOM.SG.F’, [Ze.# ndil.~ 1] “Zinaiil” “know-1SG.PRS’. In all these cases,
the referential meaning remains the same, but the speaker’s attitude
differs (cf. also Ru. xopowo [xorasd] ‘good’ and [xorasd::!] ‘Good!’,
Ger. schon [Sem] ‘beautiful’ and [S:@::n!] ‘Fine!” [Trubetzkoy 1977:
25 = Trubeckoj 1960: 31]). Optional variants of this sort, with expres-
sive function, can be found in every language and dialect. They are
sometimes referred to as emphatics (§ 17; Gk. uparikdg ‘expressive’)
[Laziczius 1936: 58], and are thus distinguished from less meaningful
variants.* The term emphatics can also be used to refer to special
sounds which have only expressive function, for example the above-
mentioned Zemaitic [a], used in cases like déuk-a (duok gi) ‘Give!”, or
Even -é (cf. ampwm’-é ‘1 have arrived!’, see § 17-18). Emphatics, as
expressive elements, most likely do not belong to a linguistic system
(cf. § 17 and references).

There are also quite a few optional variants which serve as so-
called sociolinguistic variables (see § 67), and are therefore optional
only from the standpoint of a pure linguistic system (Hjelmslev’s
schema), rather than language use or language norm.

It is generally held that only allophonic variants can alternate optionally.
But in fact there are “double-faced” phonemes (so-called “Janus” phonemes, Ru.
Janus-gponemul, osynuxue gonemwvr [Steblin-Kamenskij 1966: 70]) and other
phonological units which can occur in free variation. A “Janus” phoneme is in
some cases (for example, in certain styles, contexts, sociolects) opposed to
another phoneme close to it in realization, while in other cases it fully coincides
with another phoneme.

% Following Hammarstrém [1966: 9], we might call the meanings of these
variants expressemes. But they definitely do not belong to the (systemic, invari-
ant) “-emic” plane of language (cf. § 17 and references), and therefore a term
with the suffix -eme does not seem appropriate here.
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It is quite likely that the Old Prussian phonemes /°7/, /°/ (for example
geiwans ‘alive-ACC.PL.M’, ioiis ‘you-NOM.PL’, cf. [Maziulis 1981: 251]) were
“Janus” phonemes. The “disputed” South Zemaitic diphthongoids [f], [0"] =
standard Lith. ie, uo (for example svi'sts “sviestas” ‘butter’, di.*na “diona”
‘bread’, cf. [Bukantis 1979 and references]) most likely belong here, as does the
<e/g> (§ 171) of the standard language in foreign borrowings (if we acknowl-
edge the increasingly apparent status quo). The pitch accents of monophthongs
for many eastern speakers are gradually becoming “Janus” phonemes (cf.
[GarSva 1982: 74]).

As previously noted (see, for example, [Girdenis 1981a: 126]), we cannot
consider all these phenomena optional variants of corresponding “stable” pho-
nemes, since under certain conditions they contrast with these phonemes.

§ 67. Allophones® are determined by their position, and there-
fore cannot have either distinctive or expressive function; they are
noticed only in those rare cases when they are perceived as a sort of
sociolinguistic indicator (Hammarstrdm’s socioleme or dialeme
[Hammarstrom 1966: 11-12]). But their role is quite important and
significant.

Those allophones which occur in initial or final position of a
word (or other meaningful unit) perform a delimitative function; in
certain cases they indicate a word boundary (or boundary of another
meaningful unit) [Trubetzkoy 1977: 244ff. = Trubeckoj 1960: 302ft.].
For example, if in Lithuanian we hear a sequence of aspirated conso-
nant plus vowel ...[t'a]..., we can be sure that the first sound ([t])
belongs to one word, and the second ([a]) to another word; we intui-
tively know that [t‘] is possible only at the end of a word. If in the
flow of Russian speech we hear the syllable [ksi], it is immediately
clear that there is a morpheme boundary after the /k/, since within the

*7 Certain writing systems are also characterized by allographs—similar vari-
ants of letters (or more precisely graphemes; on the concept, see [Hammarstrom
1966: 59 and fn. 134]), cf. Gk. ondoic ‘pressure’, oyiouds ‘a splitting’ (o = ¢).
Used in a similar way in Old Lithuanian texts are non-final “long” / and final
ordinary s: feferis ZCh [Ziwatas Pona yr Diewa musu Jezusa Christusa... .
Vilnius, 1759—TRANS.] 46,3 “séserys” ‘sister-NOM.PL’, wyfas ZCh 1V g “visas”™
‘all-acc.pL.F’. Allographs are especially abundant in the Arabic and Hebrew
writing systems.

It should be noted that capital letters are not variants of lower-case letters,
since they can directly distinguish meaning (cf. the Lithuanian proper name Eglé
and the common noun ég/é ‘fir tree’ and the German noun [das]| Denken ‘think-
ing’ and verbal infinitive denken ‘think-INF’).
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boundaries of a single morpheme, a combination of these allophones
of /k/ and /i/ is impossible (cf. Kiipe [K'ir'i°] ‘Kira-DAT’, k Hpe [keir'i’]
‘to Ira’s (place)’; see § 36).

Those allophones which arise due to the effects of other phono-
logical units have a secondary distinctive function; they highlight
those units which condition their appearance (see [Kurylowicz 1960:
31 = Kurilovi¢ 1962: 43]; cf. [Trubetzkoy 1977: 254f. = Trubeckoj
1960: 316]). If in the flow of [Lithuanian] speech we hear the syllable
[bar...], we expect to hear further only [g] or [Kk], since [t], [d] or any
another sound is impossible after [n]. If we hear the syllable [na&'], we
expect to hear only a hard, rather than soft, consonant. Even if we do
not clearly hear what follows a strongly labialized [d°], we can be
almost certain that it was [u’], rather then [a] or [a‘]. Thus allophones
increase the redundancy of language; they make it more resistant to
noise and to interference of a psychological nature.* If, for example,

* That a lack of language redundancy can seriously impede communication is
illustrated by this excerpt from Book IV of Adam Mickiewicz’s Pan Tadeusz:
Domeyki i Doweyki wszystkie sprzeciwienstwa
Pochodzily, rzecz dziwna, z nazwisk podobienstwa
Bardzo niewygodnego. Bo gdy w czas sejmikow
Przyjaciele Doweyki skarbili stronnikéw,
Szepngl ktos do szlachcica: “Daj kreske Doweyce!”
A ten nie doslyszawszy dal kreske Domeyce.
Gdy na uczcie wniost zdrowie marszatek Rupeyko.
“Wiwat Doweyko!” — drudzy krzykneli: “Domeyko!”
A kto siedzial w posrodku, nie trafil do tadu,
Zwlaszcza przy niewyraznej mowie w czas obiadu.

(Mickiewicz A. Pan Tadeusz. Warszawa: Czytelnik, 1979. P. 129).

“All the animosities of Domejko and Dowejko proceeded, strange to say,
from the very unfortunate similarity of their names. For when, at the time of the
district diets, the friends of Dowejko were recruiting partisans, some one would
whisper to a gentleman, ‘Give your vote to Dowejko’; but he, not hearing quite
correctly, would give his vote to Domejko. Once when, at a banquet, the
Marshal Rupejko proposed a toast, ‘Vivat Dowejko’, others shouted ‘Domejko’;
and the guests sitting in the middle did not know what to do, especially
considering one’s indistinct speech at dinner time” [Mickiewicz, A., Pan
Tadeusz; or The last foray in Lithuania; a story of life among Polish gentlefolk
in the years 1811 and 1812 / Translated by George Rapall Noyes. London,
Toronto: J. M. Dent & Sons, Ltd.; New York: E. P. Dutton & Co, 1917. P. 118;
the English translation replaces the Lithuanian one in the original text—TRANS.]
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due to noise or distraction, we were to hear only the incomplete sound
sequences [ban...a], [d"...fe'], we would still understand that the
words banga ‘wave’ and diiré ‘stab-3PST’ had been uttered: the mis-
sing phonemes are “suggested” by the allophones [n], [d"] and by
prior experience, which would rule out the words *banka or doré
‘dory’. Therefore, in speaking rapidly (so-called allegro speech style),
phonemes are sometimes realized only by certain allophones of other
phonemes. Compare the North Zemaitic words in their “normal” pro-
nunciation mondrg.ms “mandriimas” ‘cunning, slyness’, de.y.gdg.ms
“defigdamas™ ‘while covering’ and their allegro variants mo'drg.ms,
deé.n.dg.ms: the phonemes /n/ and /g/ in the second case are suggested
only by the nasalized vowels [o], [¢] and the velar [n] (cf.
[Trubetzkoy 1977: 56 = Trubeckoj 1960: 70]). In rapid speech in
standard Lithuanian as well, we sometimes say [pef).tas] “periktas”
‘five’, [difj.dawo’] “difigdavo” ‘disappear-3PST.FREQ’; the phonemes
/k/, /g/ are in this case indicated by the velar articulation of [n].

Such phenomena are frequent in the word collocations of certain
dialects. Thus in more rapid and casual speech, speakers of North
Zemaitic often omit the syllables in parentheses in utterances such as
ons_ma.(t") tavi “ands mato tave” ‘he sees you® and gns_ma.(t°) tavi
“anas madté tave” ‘he saw you’, but the sentences nevertheless do not
become homonymic: the ma.- of the first sentence preserves the lower
timbre which it has before -7a, while the ma.- of the second sentence
preserves the higher, rising timbre which it has before the high-pitch
syllable -ze; these are heard as if onsma.” tav?” : onsma? taw®
[Girdenis, Kubilitté-Kliukiené 1982: 37 (= Girdenis 2000c: 265f.)].
Thus, in certain cases, allophones can even stand in for phonemes
which are not pronounced as separate sounds (cf. also § 81). Russian
linguists, for example, have quite conclusively demonstrated that the
softness of many Russian consonants is shown by the raised
(“sharped”) allophones of adjacent vowels (for example, [Bondarko,
Verbickaja 1965; Bondarko, Zinder 1966; Bondarko 1966; 1977: 85—
86; 1981: 30]). Preliminary experiments would show that a similar
situation also exists in Lithuanian.*’

* Some linguists are even inclined to use the special term quasi-phoneme for
allophones which often perform the role of phoneme substitutes or boundary
signals (for example, [Linell 1979: 98, 172 and references]).

75



§ 68 1I. Methods for Establishing Phonemes

It should also be noted that allophones play an especially
important role in diachronic processes, since they are often the prime
agents in these processes. It is always allophones which change first;
phonemic changes only generalize the results of allophonic devel-
opments (see [Steblin-Kamenskij 1966; Hoenigswald 1966: 73ff.;
Kuz’menko 1969; Anttila 1972: 58-59; Bynon 1979: 20ff;
Voronkova 1981: 72]).

§ 68. Units of the content plane—morphemes—sometimes also have vari-
ants similar to allophones. They are given the similar term allomorph (Gk. dAlog
‘other’, popen ‘shape’) [Glison 1959: 103; Hammarstrom 1966: 38; Hockett
1968: 314-315; Matthews 1974: 83; Svedova 1980: 125-126]. For example, the
present and past tenses of the verbs dréksti ‘scratch, tear-INF’, vogti ‘steal-INF’
differ not only in their endings, but also in having dissimilar root allomorphs:
drésk-ia : drésk-é, vag-ia : vég-é. Here the basic marker of the past tense, the
ending -¢, implies the vowel alternation e — é, a — o. The root allomorphs with
-é-, -0- thus reinforce the ending -¢, the morpheme which triggers the alternation
in question. There is a similar relationship between the German forms Buch
‘book’ : Biicher ‘books’, Plan ‘plane’ : Pldne ‘planes’, in which the plural
markers -er, -e are reinforced by a vowel alternation (more precisely, they are
distinguished by allomorphs of the morphemes {bu:x-}, {pla:n-}). Thus allo-
morphs occupy more or less the same place in grammar as allophones do in a
phonological system, and their functions are analogous [Kurylowicz 1960: 27ff. =
Kurilovi¢ 1962: 37ff.].

Also reminiscent of the positional variation of phonemes is the syntactic
phenomenon of agreement, as a result of which, for example, Lithuanian adjec-
tives necessarily acquire certain grammatical features of the corresponding
nouns. Agreement (for example, gerij vaikiny ‘good-boys-GEN.PL’) can be illus-
trated by the quite “phonological” formula:

. . +
— feminine — rfleorlrl:ilnine
{+ adjective} —< + plural ~ | +plural
+ genitive i
+ genitive

Using the symbols a and B for alternative expressions, we get this some-
what more flexible version of the formula:

o feminine Z ?eorg?nine
{+ adjective} — < a plural ) o plural
B genitive P ot

B genitive

Cf.: lifiksm-as vaik-as ‘cheerful-child-NOM.SG.M’, but ger-a mergdit-é
‘good-girl-NOM.SG.F’, linksm-iems vaik-dms ‘happy-child-DAT.PL.M’, but ger-dms
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3. The Role of Phonemes and Their Variants § 69

mergdit-éms ‘good-girl-DAT.PL.F’. The inflectional properties of the adjectives
shown in the formula depend just as slavishly on the corresponding properties of
the noun as a dorsal articulation of /n/ does on a following /k/ or /g/. The basic
function of agreement is likewise similar to that of positional variation; agree-
ment also increases the redundancy of language and reinforces those grammat-
ical phenomena which trigger it.

4. SYNTAGMATIC IDENTIFICATION
OF PHONEMES

a) GENERAL REMARKS

§ 69. In investigating the principles of the paradigmatic identifi-
cation of phonemes, we did not pose or discuss the question of seg-
menting a text—breaking it down into individual sounds. We tenta-
tively assumed that the boundaries between sounds were self-evident.
We were able to do this because all languages have many sound
sequences in which decomposition raises no doubts. Typological
observations show that in all known languages and dialects, hetero-
syllabic (Gk. érepog ‘other’, ovAlafn ‘syllable’) sound sequences
function only as phoneme sequences; likewise for sequences con-
sisting of clear vocalic and consonantal segments ([ap], [at], [ak], [us]
and others) or consonantal and stressed vocalic segments ([pa], [ta]),
fricative and plosive consonantal components ([st], [sk], [xt]...),
sequences of various hetero-organic consonants (those with different
places of articulation: ([kt], [pt], [ks], [ps], [mt], [br], [sx]...); diph-
thongal sequences with an emphasized (“stressed”) more close com-
ponent ([ai], [au]..., see [Pike 1947: 132]).

Our own linguistic intuition (also called Sprachgefiihl or feel for
language, cf. fn. 4), or that of an informant, also helps in singling out
sound segments corresponding to the phonemes of a language in
question. Speakers can often intuit which sounds or sound sequences
in their native language or dialect are realizations of distinct pho-
nemes, and which represent sequences of phonemes. Intuition, how-
ever, only allows us to formulate certain working hypotheses, which
require a more objective verification. Special care must be taken with
the linguistic feel of literate individuals, since it can be influenced by
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the corresponding writing system; there is a tendency to consider as
distinct sounds those stretches of speech which are represented in
writing by a single character (cf. [Liidtke 1970; O’Connor, Trim 1973:
258; Linell 1979: 197, fn. 41]; cf. also [Mol 1965], where the influ-
ence of writing is greatly exaggerated).”’ Therefore, even if we have
reliable informants, we almost always encounter problems with the
segmentation and syntagmatic identification of certain stretches of
speech. In some cases they will be more complicated, in other cases
simpler, but one rarely succeeds in avoiding them.”!

b) TYPOLOGICAL PRELIMINARIES

§ 70. Among vowel sequences, problems of segmentation most
often involve diphthongs, that is, tautosyllabic syllabic sounds with an
appreciable change in articulation ([ai], [au], [ei], [ie], [u’], [i’], etc.),
as well as long, nasalized, and glottalized vowels, that is, sounds of
the type [a:], [i:] (= [al, [1]), [a, [¢] (= [4], [€]), [a’], [¢’]. In some pho-
nological systems, diphthongs function as independent vocalic (or
diphthongal) phonemes, in others as sequences of the corresponding
phonemes (for example, [au] = /a/ + /w/ or /a/ + /u/, cf. the change in
views regarding German diphthongs: a) [Trubetzkoy 1977: 51 =
Trubeckoj 1960: 63]; b) [Morciniec 1958; 1968: 34ff.; Heike 1972:
43-44; Meinhold, Stock 1982: 43-44]; c¢) [Glusak 1966: 379-382;
Trost 1966; Philipp 1974: 20]). Long vowels may be either sequences
of the same two phonemes (for example, [a:] = /a/ + /a/), or realiza-
tions of independent long or tense vowel phonemes (for example,
[a:] = /a/), or the simultaneous combination of a “neutral” vowel and a
length prosodeme ([a:] = /a/ + /7/). Glottalized vowels (pronounced
more or less like Zemaitic or Latvian long vowels with broken tone:
Zem. ddkts “ddiktas” “thing’, pir's “pus” ‘will rot’, Latv. dzis ‘goat’,

0 But the intuition of semi-literate people and children just learning to read
and write can be very interesting (see § 72 below).

°!' In Harris’s Structural Linguistics, segmentation (that is, syntagmatic identi-
fication) is set forth as the first procedure of phonological analysis [Harris 1963:
25ff.], but adhering to such a method is hardly possible in practice. Harris
indirectly demonstrates this himself, since in the book’s final paragraphs
devoted to phonology [Harris 1963: 90ff.] he has to return to syntagmatic
identification, adopting the additional procedure of rephonemicization.
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4. Syntagmatic Identification of Phonemes §71

biis “will be’) may be sequences of a vowel and glottalic consonant (a
phoneme or allophone) ([a’] = /a/ + /°/, [a’] = /a/ + /k/, cf. § 63), a
simultaneous combination of a vowel and a certain prosodic unit (cf.
Latvian broken tone and Danish sted in cases like Aus [hu:’s] ‘house’,
see § 251), or an independent vowel phoneme with the distinctive
feature of glottalization ([a’] = /a’/ or /4/) (creaky voice, as in
Chukchi, see [Mel’'nikov 1948: 208ff.]). Nasalized vowels may be
independent nasal phonemes or sequences of the corresponding simple
vowel phoneme and a nasal consonant phoneme (that is, [g] = /a/ or
/a/, or [a] = /a/ + /n/ or /a/ + /y/, see, for example, [Pike 1947: 140;
Glison 1959: 256; Morciniec 1968: 77]). Hence, there are cases where
a vocalic sequence may be the realization of a single phoneme, and
cases where a single vocalic segment may represent a sequence of
phonemes or a combination of a vocalic phoneme and a prosodic unit.
§ 71. Among consonant sequences, most problematic are various
affricates (complex sounds of the type [ts], [tS], [pf], [kx], cf. [Pike
1947: 131; Glison’* 1959: 254 and 256]), geminates (sequences of the
type [rt], [11] or [r:], [L:]), syllabic sonorants (sounds of the type [1], [r],
cf. Cz. prst ‘finger’, krk ‘neck’, Ger. Vogel ['fo:gl] || ['fo:gol] ‘bird’, cf.
[Trager 1942; Wells 1965] and [Morciniec 1968: 83ff.; 1971]), glot-
talized, aspirated, and preaspirated segments (sounds of the type [*t],
[t], [t"], [*t] or [t'], [‘t] [Pike 1947: 131]), consonants with supple-
mentary timbre characteristics (i.e., palatalized and palatal, labialized,
in part also hushing sibilants, for example, [t], [§], [t], [k], [t'], [k°],
[8], [Z] and others [Glison 1959: 254; Harris 1963: 95-96; Stepanov
1974]), velar nasals ([n]-type sounds; [Strimajtene 1976: 8-11 and
references]), nasalized (faucal) and lateral [b"], [d"], [d"]-type affri-
cates [Pike 1947: 131; Glison 1959: 254], and retroflex consonants
([t], [d] and others; cf. the issue of Norwegian cacumenals [Steblin-
Kamenskij 1981] and [Fretheim 1981]). For example, the affricate [tS]
may be either an independent phoneme, or a realization of sequences
of the type /t/ + /§/ or even /t/ + /j/ [Hockett 1955: 161; Harris 1963:

*2 Gleason [Glison 1959: 256] even somewhat dogmatically claims that it
would be more correct on the whole to interpret affricates as sequences of pho-
nemes. If this were in fact the case, the never-ending discussion on German
affricates would be incomprehensible; cf. [Karosiené 1983 and references] (for
more arguments, see § 79, 120).
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96, fn. 14]. The following can function either as separate phonemes or
as phoneme sequences: syllabic sonorants (for example, [r] = /t/ or
o/ + /1/), aspirates ([t*] = /t/, /t°/ or /t/ + /h/), palatals, soft and hushing
sibilants ([§] = /§/ or /s/ + /j/, [1] = I/ + /j/ or /I/). Velar [n] can be
either an allophone of the phoneme /n/, or a realization of the
sequence /n/ + /g/ (cf. fn. 40), or an independent phoneme /1/.
Retroflex consonants can represent sequences of the type /rt/ or sepa-
rate phonemes (as in many Indic languages, for example, [Toporov
1967: 185ff.]). In some exotic languages, even the syntagmatic
identification of sequences of the type [mb], [ng] or [kp], [gb] can be
problematic, since there are phonological systems in which such
combinations function as independent prenasalized or labiovelar
consonantal phonemes, rather than as sequences [Pike 1947: 131].

§ 72. Of course, this list by no means includes all cases for
which a twofold syntagmatic interpretation is in principle possible. It
only mentions more typical, frequent, and striking examples taken
from previous works, and only illustrates the kinds of problematic
situations that can arise. In studying concrete languages and dialects,
we can always encounter previously unnoticed, suspect sound
sequences. In such cases, we undoubtedly need to be guided not so
much by a dogmatically memorized list of precedents, as by general
principles of phonology.

c) PHONETIC PRELIMINARIES

§ 73. The following are phonetic properties on the basis of
which we may hypothesize that a certain sound or sound combina-
tion represents a sequence of phonemes [Trubetzkoy 1977: 50-53 =
Trubeckoj 1960: 62—66]):

a) an unusually great articulatory duration, appreciably exceed-
ing the duration of undisputed single-phoneme segments;

b) a non-uniform articulation, or a non-fluent change of position
of the speech organs;

c) the belonging of individual parts of a segment to more than
one syllable (heterosyllabic articulation).

§ 74. Of these properties, only the third (c) is sufficient grounds
for considering a suspect sound or sound combination a phoneme
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sequence (but cf. [Gordina 1966: 174]): parts of a single phoneme
cannot belong to different syllables.” Based on this criterion, or,
more precisely, on typological near-universals (on this concept, see
[Serebrennikov 1974: 54]), the Finnish affricate [ts], for example,
must be considered a phoneme sequence, since its components
always belong to separate syllables: itse ['it-se] ‘oneself’, metsd
['met-se] ‘woods’. The fact of individual components belonging to
different syllables forces us to divide into separate phonemes the
Lithuanian heterosyllabic sequences [ii], [uu], [a'u], often heard in
such forms as gijimas [gi-iimas] ‘healing (of a wound)’, bivo
[b°u-uo] ‘be-3PST’, gdvo [gd -uo-] ‘get-3PST’ (cf. [Vaitkeviciaté 1957:
57-58; Mikalauskaité 1975: 42]), and also heterosyllabic sequences of
the type [t-s], arising at morpheme boundaries, for example: at§ove
[at-3°0Ve] ‘retort-3PST’, atzyzé [ad-zi'Ze'] ‘come buzzing-3pST™>
(cf. [Ekblom 1925: 60; Mikalauskaité 1962; Vaitkeviciuté 1964: 9;
Strimaitiené 1974a], with Zemaitic dialectal data: [Kubiliaté, Girdenis
1977 (= Girdenis 2000c: 691f.)]).

We can claim with a high degree of probability that every het-
erosyllabic sound sequence represents a phoneme sequence. However,
the opposite claim would not be true. Far from every tautosyllabic
sequence of sounds is the realization of a single phoneme, cf. Lith.
skrdbalas ‘wooden bell’, suciFks ‘chirp-3FUT’, where the characters in
bold represent tautosyllabic sequences of three phonemes. In terms of
modern logic (see, for example, [Kondakov 1975: 193]), we can say
that the proposition “x is a single phoneme” implies the proposition “x
belongs to a single syllable.” Denoting the first proposition as p and

* But cf. standard Latvian, where voiceless obstruents are pronounced as
geminates in positions of the type [V—V#]: mati ['mat-t] “hair’, upe [‘up-p°]
‘river’ [Laua 1980: 52ff.]. But firstly, geminates here are already eliminated by
paradigmatic identification, since they are in complementary distribution with
corresponding simple consonants; cf. the dative plurals matiem [‘mati€m],
upém ['up&m]. Secondly, this is a rare, geographically limited phenomenon
[Lekomceva 1974: 232-233].

**Tt is true that in some dialects and in varieties of the standard language
associated with these, “pure” affricates are also pronounced in such cases:
ac‘éve, azize (see, for example, [Pupkis 1966: 107]). In allegro-style speech,
this is apparently a universal phenomenon: in this style, even Polish #zy ‘three’
can merge with czy ‘whether’ (Michat Hasiuk, personal communication; cf. § 78).
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the second as s, we get p o s (here “ > ” indicates a material implica-
tion).” Applying the law of contraposition (or tautology), we can
derive from this proposition a new one: (p > s) = (—s > —p), that is,
“if s does not belong to a single syllable, it is not a single phoneme.”
Since from p > s we cannot derive either s > p or =p > s, it is clear
that the fact that sounds belong to a single syllable does not
demonstrate that they represent a single phoneme. It is also clear that a
sequence of phonemes is not necessarily heterosyllabic. But the fact of
not belonging to a single syllable quite convincingly indicates that a
certain sound sequence is represented by a sequence of phonemes,
rather than by a single phoneme.

It is precisely in this way, it seems, that we need to understand
the first rule of syntagmatic identification formulated by Trubetzkoy
[Trubetzkoy 1977: 50-51 = Trubeckoj 1960: 63].

Special attention should be given to these issues, since even leading pho-
neticians are sometimes confused here. There have been occasional attempts to
demonstrate that diphthongs in a given language are single phonemes, based on
the fact that their components always belong to the same syllable (among the
works of Lithuanianists, cf. [Vaitkevicitité 1961: 39; Ulvydas 1965: 57]; for
critical remarks, see [Girdenis, Zulys 1973: 207 (= Girdenis 2000b: 375f.)]). But
this cannot be demonstrated in this way, since, as we have just made clear,
tautosyllabicity is a necessary but insufficient condition for considering a sound
sequence a single phoneme.™

§ 75. The other two premises (a and b) have only a heuristic,
rather than probative, value (for example, [Glusak 1966: 382-383;
Gordina 1966: 174; Martinet 1970: 355]). Like the lists in § 70-71,
they only allow us to suspect, to guess, that certain sounds or sound
sequences represent phoneme combinations. Such suspicions are most
often confirmed, but by far not always.”” Thus in Polish, the duration

> This symbol is more appropriate in a linguistics text, since the usual arrow
(““— ) has an entirely different meaning in linguistics. The symbol “=7
denotes equivalence, the symbol “ —” negation.

%6 Behind this fallacious reasoning is the impossible “law” of logic *(p > s) =
(s>p).

°7 These arguments have also been used to demonstrate that Lithuanian diph-
thongs are single phonemes [Ulvydas 1965: 57]).

In this case, we must agree with Trubetzkoy’s critics, since he was convinced
that these phonetic properties also have sufficient probative force [Trubetzkoy
1977: 51-53 = Trubeckoj 1960: 64-66].
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of the voiceless affricates [ts], [t§], [t§] is considerably greater than
that of other consonants pronounced under the same conditions
[Richter 1976: 222-223],>® but more serious phonological arguments
show that in the system of that language, they play the role of inde-
pendent phonemes /c/, /¢/, /¢/, rather than sequences of the type /t/ +
/s/ (see in greater detail § 78).

The same can be said regarding the criterion of uniform vs. non-
uniform articulation. If the articulation of a sequence of sounds notice-
ably lacks fluency and uniformity, the suspicion that it represents a
phoneme sequence always arises, and justifiably so. But this suspicion
must be substantiated by more weighty phonological arguments. The
opposite property—fluency and continuity in a change of articula-
tion—has of course even less probative or even heuristic value: a
phoneme sequence is also often realized with a smoothly changing
articulation; if it were otherwise, approximately “the same” sounds
could not be single phonemes in some languages and biphonemic
units in others (see § 70—71 and references).

§ 76. Thus, the fact that a sound or complex of sounds belongs to
two syllables reliably shows that it represents a phoneme sequence.
An unusually great duration of a sound or sound sequence, or a dis-
continuous, non-fluent change in articulation suggests that segments
in question may represent phoneme sequences, but does not have
greater probative force. Nevertheless, the value of these phonetic
premises is not insignificant, since they allow us to formulate impor-
tant working hypotheses for further investigation.>

Stretches of sound which satisfy these premises are further
treated as suspected segments and are carefully checked and evaluated
using phonological criteria of syntagmatic identification. In checking,

*¥ The same is more or less true of Lithuanian (see [Tankevi¢iaté 1981: 114 et
passim], only the question of the phonemic composition of the affricates is more
complicated here (cf. § 79).

**In addition to the above-mentioned phonetic criteria, a sort of “mechanical
permutation” was once proposed: to treat as single phonemes only those seg-
ments which, when heard in reverse on mechanical or tape recordings, also
sound like a single sound [Tanakadate 1937: 359]. Phonologists have not
bothered to consider this “method,” since it is quite clear that in applying it, we
could establish only the phonetic composition of concrete acts of speech, rather
than phonological units (cf. § 12).
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we usually follow two general preliminary assumptions, which we
could call (a) the principle of minimal inventory, and (b) the principle
of maximally regular relations. In observing principle (a), we try to
break down as many suspect segments as possible, and in this way
obtain the smallest list, or inventory, of phonemes. The second princi-
ple, (b), requires us to interpret the suspect segments in such a way
that a description of phoneme combinations and their relations would
be as simple and elegant as possible. Since the structural (and there-
fore also phonological) study of language is first and foremost an
investigation of its characteristic relations, in critical cases preference
is given to the second principle (see [Bulygina 1980: 140]).° Of
course, only those phonological solutions which consider both inven-
tory and relations would be optimal. Therefore, both a syntagmatic
and paradigmatic identification of phonemes can and should be
verified after phoneme relations (and those of other phonological
units) have been examined. Unwieldy, inelegant, or contradictory
rules for the structure of phoneme sequences most often indicate an
imperfect identification of phonemes, which needs to be refined.

d) PHONOLOGICAL PRINCIPLES

§ 77. The most general rule of syntagmatic identification, which
logically follows from the above-mentioned first principle (§ 76, (a)),
is that suspect segments are considered phoneme sequences whenever
possible. We refrain from dividing them further only when this allows
us to describe the phonological system in question more logically,
consistently, and systematically. In so doing, we satisfy the principle
of minimal inventory.

% Therefore, adherents of glossematics behave quite inconsistently in treating
language as a system of pure relations but, in establishing phonemes, follow, as
it were, only the principle of minimal inventory and therefore often obtain
unbelievably complicated syntagmatic “taxeme” relations (see, for example,
[Hjelmslev 1936-1937]; cf. [Murat 1964: 171-172; Fischer-Jorgensen 1975:
133-135 and references]). A similar (but not as clear or principled) position is
taken by a few descriptivists (for example, [Harris 1963: 90ff.]). Most adherents
of this school give priority to pattern congruity and in general to functional con-
siderations (see [Pike 1947: 131ff.; Hockett 1955: 159ff.]; cf. also [Swadesh
1937: 10)).
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§ 78. There are quite a few cases where suspect segments cannot
in principle be further broken down, that is, they cannot be considered
realizations of phoneme sequences.

1. We do not break down a suspect segment if there is a phono-
logical opposition between that segment and a similar undisputed
sequence (hence, if replacing the suspect segment with a clearer
sequence changes the meaning of the word): Pol. czy [¢b1] ‘whether’ :
trzy [tSe1] ‘three’, Czech [Cex] ‘Czech’ : trzech [tSex] ‘three-GEN’,
oczyma [oCpima] ‘eye-INS.PL’ : otrzyma [otSpima] ‘obtain-3SG.FUT’,
paczy [pacel]| ‘warp-3SG.PRS’ : patrzy [patSel] ‘look-3SG.PRS’, where
[€] # [t8], and therefore /¢/ is unquestionably a separate phoneme
[El’'mslev 1960b: 326327, Saumjan 1962: 106; Martinet 1970: 352],
or Fr. bon [b3] ‘good-M’ : bonne [bon] ‘good.F’, grain [grE] ‘grain’ :
graine [gren] ‘seed’, chien [Sj€] ‘dog’ : chienne [§jen] ‘bitch’, where
the nasals /3/, /&/ must be considered independent phonemes, contrast-
ing with the clear sequences /o/ + /n/, /e/ + /n/ (cf. [Serba 1955: 50ff.;
Trubetzkoy 1977: 111 = Trubeckoj 1960: 138; Jakobson, Fant, Halle
1972: 39, 52; Hyman 1975: 15]).%'

2. Nor can a suspect segment be broken down if, in so doing, we
would get at least one component which cannot be considered an allo-
phone of a phoneme used outside of this sequence. For example, in
word-initial position in Polish dialects, there occur sequences such as
[b'y'], [p'x'] (for example, [b'y'&ly] = standard biafy ‘white’, [p'x'ivo] =
standard piwo ‘beer’, see [Urbanczyk 1968: 34]), which from the
standpoint of articulation are undisputed sound sequences, but must be
considered realizations of the phonemes /b’/, /p'/, since in these dia-
lects there are no independently occurring phonemes */y'/, */x'/. The
Spanish affricate [t§] is also treated as a single phoneme /¢/ (for
example: chacha ['tS8atsa] ‘nanny’, mucho ['mutSo] ‘much’); the
alveolar [t] articulated in this sequence could be considered an
allophone of the phoneme /t/, but the second component, [§], would
have no clear counterpart in usage, since the language lacks the
phoneme /§/ [Trubetzkoy 1977: 54 = Trubeckoj 1960: 67; Achmanova
1966: 32, 41; Martinet 1970: 350-351]. It would be meaningless to

%! There are alternative interpretations, for example: bon [b3] = /bon/, bonne
[bon] = /bona/ [Koefoed 1967: 50; Ruhlen 1974; Fischer-Jorgensen 1975: 88],
but in fact these are not phonological, but morphological (or generative) solutions.
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break down the Lithuanian sound sequences [or], [ro], often pro-
nounced in words of the type draiigas ‘friend’, vardas ‘name’ (i.e.,
[dorail.gas], [vafodas]);** the component [9] is used only in these
“combinations,” and therefore cannot be considered an independent
phoneme /o/. Hence [or] = [ra] = /r/. This interpretation is also
supported by the intuition of Lithuanian speakers; the intervening [9]
can only be heard after long phonetic training.”

3. Nor is a suspect segment broken down if doing so would
result in phoneme sequences which are not characteristic of the
language in question, and are realized only in the segments being
analyzed. For example, we cannot consider as sequences of the type
/t/ + /s/ the affricates of standard Chinese, written in the Latin alphabet
z, ¢, zh, ch (= [tz], [ts°], [tZ], [t8°]: zai [tzai] ‘again’ : cai [ts‘ai] ‘food’,
zi [tzi] ‘son’ : cf [ts‘i] ‘this’, zhdng [tzan] ‘palm (of hand)’ : chdng
[t$'an] ‘workshop’, zhdi [tzai] ‘residence’ : cha [t$‘a] ‘tea’),64 since
this language lacks other consonant sequences except for those of the
type C + i, C + u. The sounds in question clearly represent independent

52 An especially salient [ra] = /r/ has been observed in certain word positions
in northern Panevézys dialects (for example: porast’s “pirstiis” ‘finger-ACC.PL’,
varad®s “vardiis” ‘name-ACC.PL.’ [Kaciuskiené, Girdenis 1982 (= Girdenis
2000c: 268ft.)]. But this can perhaps be found in all dialects which concentrate
circumflex pitch accent on the second element of a diphthong: /abd.i. buwor
war’gas “Labai buvo vargas” ‘There was great hardship’ (AlVltas) Sker® Sus
biwo- iir fFi's piemeni.s birdawu “Skerdzius bivo ir trjs plemenys biidavo”
‘There was a herdsman and three shepherds’ (Dauk$iai), i versu- i ka-fou bio:
melfemit ke.lo's “Ir versiy, i(r) kdrviy bivo melziamij kélios” ‘There were calves
and several dairy cows’ (Gizai), jaeu pamif’sus be(f) dd- viska. supra.n.tii “Jaii
pamirSus, bet da(r) viskq supranti” I’ve forgotten, but I still understand every-
thing’ (ViZainys), and even Viska: dal*Seis pjéudao. “Viskg dalgiais pjaudavo”
‘They would mow everything with scythes’ (Gizai), pafil*psit “patilpsit” “You
will fit’ (Kazly Riida) [Girdenis, Zidonyté 1994: 136 (= Girdenis 2001: 149), fn.
37].

% In light of what has been said in this section, the attempts of some Polish
linguists to interpret the nasalized vowels of that language as combinations of
the type V' + /w/ or V' + /n/ seem quite unsuccessful (even implausible), since the
“phonemes” */w/ and */y/ are used only in these sequences (see [Biedrzycki
1963; Lobacz 1973: 56-57]).

% The transcriptions [tz], [tZ] (like Russian notations of the type y3, o) are
approximate. In fact these affricates are “semi-voiced,” that is, lenis voiceless
sounds.
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phonemes /3/, /c/, /3/, /¢°/. The Japanese affricates [ts], [dz] = /c/, /3/,
etc., also function as single-phoneme units (monophonemes): chijimu
[t$idZzimu] ‘shrink-INF’, chocho [tso:tso:] ‘butterfly’, hitsuji [¢itsudzi]
‘ram’, jifjika [dzu:dzika] ‘cross’. Consonant sequences are completely
alien to this language; they are broken up even in borrowings from
European languages: hirumu ‘film’, kurabu ‘club’ («— Eng. club
[kKlab]), madorosu ‘sailor’ («— Du. matroos), purofesionaru ‘pro-
fessional’, puroguramu ‘program’ (see [Polivanov 1968: 237-242;
Trubetzkoy 1977: 57 = Trubeckoj 1960: 717).%

§ 79. Lithuanian has various consonant sequences, but its affri-
cates [t§], [dZ], etc., are also difficult to break down into sequences
of the type /t/ + /§/ (see [Pupkis 1966a: 116—117]; cf. the unsuccess-
ful attempts at alternative interpretations: [Girdenis 1971b: 28
(= Girdenis 2000b: 219; GarSva 1982: 66]). Such an operation would
yield C + s-type sequences, which are not characteristic word-initially
(see § 107ff.), and would very much complicate medial consonant
clusters (cf. words such as purksciau ‘spray-1SG.SBJIV’, where, if we
break down [t§] into /t/ + /§/, we would have the abnormally complex
cluster /tk§t8/, quite contrary in its structure to the typical structural
model of medial clusters (see § 119-120). Also preventing a decom-
position of the affricate is the fact that the second component of [t5],
[dZ] (the most frequent and regular sounds of this type) cannot be
excluded in a key position, before a back vowel: alongside gidziy
‘dreary-GEN.PL’ we have guziy ‘crop (of a bird)-GEN.PL’, alongside
taciaii ‘nevertheless’, tasiaii ‘hew (wood)-1SG.PST’, but *gidiy or
*tatiail are impossible (cf. [Saumjan 1962: 105]).

It should also be noted that if we disregard onomatopoeia and words of
foreign origin, the affricates [tS], [dz] of standard Lithuanian and many dialects
can almost be cpnsidered realizations of the soft phonemes /t/, /d/, sincg affrj—
cates and soft [t], [d] are in complementary distribution (see table 8): [t5], [dZ]
are used only before back vowels (position 1) and [t], [d] before front vowels
and soft consonants (positions 2 and 3).

This interpretation would be quite convenient in that it eliminates a gap in
the system of plosives (see § 134); if we interpret affricates in some other way,
the phonemes /p/, /b/ and /k/, /g/ will have soft correspondents /p/, /b/ and /k/, /g/,

% Cf. also the remaking of similar borrowings in Yoruba, also characterized
by the lack of consonant sequences: biriki («— Eng. brick), firii (<« Eng. free),
gilaasi («— Eng. glass), kobti (<« Eng. cup).
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Table 8. Distribution of the Lithuanian affricates [t§], [dZ] and soft [t], [d]
in non-borrowed words

Positions
Sounds [V'—] [V'—] [—C] Interpretation
_ 1 2 3
[t8] + -
= " " W ®)
[dZ] + .
i " " 13/ ()

while /t/, /d/ lack them. However, this solution forces us to reject a large number
of words widely used in the present-day language (with affricates before front
vowels and consonants: Cekys [surname], dickis ‘large, stocky person’,
plackelnés ‘wide trousers’, cf. also tinlis ‘tulle’, Matiukas [proper name], etc.),
and therefore it in fact points to a somewhat earlier, rather than present-day,
picture of the Lithuanian phonological system (cf. [Girdenis 1972a: 187-190
(= Girdenis 2000b: 253-256); 1979-1980: 120-123 (= Girdenis 2000c: 165~
168)]). This is also shown by such forms as sveciai ‘guest-NOM.PL’, méflz:iai
‘tree-NOM.PL’, now pronounced yvithA[té],A[dZ] _before a front vowel: [SvetSei.],
[m&dzei]. Thus the alternation [t$] : [t], [dZ] : [d] now belongs to morphonology
(or directly to morphology), rather than to phonology; cf. [Girdenis 1979—1980:
122 (= Girdenis 2000c: 167); Ambrazas 1985: 33, 60f.; 1997: 28, 48f. (=
Girdenis 2001: 215, 236f.)]).

§ 80. Strictly speaking, a suspect segment should be considered
the realization of a phoneme sequence only if, in replacing its individ-
ual parts with other sounds or deleting them completely, we obtain
words differing in meaning, or, in Martinet’s terms, if those parts are
commutable with other sounds or with zero (i.e., the absence of sound,
see [Martinet 1939; 1970: 347ff.]; among the small number of works
which adopt this method uncritically, cf. [Perebyjnis 1970: 17;
Muljaci¢ 1973: 172—173 and references].

We could illustrate an ideal case of this sort with the sequences
[pr] and [ki] in Lithuanian. In replacing their individual components
with one another, we get words differing in meaning, such as Prdnas
[personal name] : krdnas ‘crane’ : planas ‘plan’ : kldnas ‘puddle’, and
in deleting one of the components we get words of differing meaning,
such as prasyti ‘request-INF’ : rasyti “write-INF’ : pasyti ‘pull (at)-INF’
and kldja ‘spread-3PRS’ : ldja ‘bark-3PRS’ : koja ‘foot, leg-NOM.SG’.
Thus [pr] = /p/ + /v/ and [kl] = /k/ + /l/. In performing a similar
operation with the English aspirates [k‘], [p‘], we would find that the
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second element [‘] = [h] cannot be deleted; there are no words in
English pronounced *[kik], *[pik] and the like, and differing in
meaning from normal [k 1k] = kick, [p'Ik(‘)] = pick. In the best case,
they would be perceived as examples of a foreign accent. This shows
that English [k‘], [p‘] must be considered as phonemes /k/, /p/, rather
than sequences.

In many cases, this criterion raises no doubts, but we cannot
blindly rely on it. It is especially difficult to follow the first part con-
sistently, which requires that both components of a suspect segment
be commutable with other sounds. If we strictly observe this require-
ment, we would have to consider as separate phonemes, for example,
German [Sp], [St]: Spaf [Spa:s] ‘fun’, stehen ['Ste:on] ‘stand’, and
English [sp], [st], [sk]: speak [spik], stand [steend], skate [skert], since
their first component [3], [s] cannot be replaced by other consonants.*
But such a conclusion would be at odds with the intuition of native
speakers, reflected in the writing system, and would force one to
ignore obvious rules governing consonant sequences. Commutation
with zero can always be consistently applied; it does not lead to
similar unacceptable conclusions, cf. Ger. Stahl [Sta:l] ‘steel’ : schal
[Sa:l] “insipid’ : Tal [ta:l] “valley’, Eng. speak [spik] : seek [sik] :
peak [pik].

§ 81. Unquestionably representing biphonemic sequences are
those suspect segments which are either optional or combinatory vari-
ants of similar phoneme sequences (see Trubetzkoy’s seventh rule).”’
In these cases the biphonemic nature of the suspect sounds is
established according to the same principles which lead us to consider
different sounds as variants of a single phoneme.

5 Although it may be hard to believe, such “consistent” conclusions have in
fact been made; see, for example, [Vogt 1981b: 216], where the Norwegian ini-
tial clusters [sp-], [st-], [sk-] are treated as composite phonemes, rather than
sequences.

%7 It is interesting that neither Martinet (for example, [Martinet 1970: 347ff.])
nor Mulja¢i¢, who follows him completely (cf. [Muljaci¢ 1973: 170]), says
anything about this obvious case; Muljaci¢ even directly states that Trubetzkoy’s
rules are outdated. In fact, we can say this only about some of the rules, but cer-
tainly not about all (ultimately, even “outdated” rules still have an undeniable
heuristic value; see § 73—75 and [GluSak 1966: 383]).
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1. We have already examined several examples (see § 67) which
show that under certain conditions a single sound can be the realiza-
tion of a phoneme sequence.

Let us compare in addition these North Zemaitic examples:
skondé.n — <sk(g‘d€:.n>68 = /skondén/ “skandina” ‘drown, sink-3PRS’,
Zo.nstas — <z0'stas> = /z0nslas/ “Zgslai” ‘(horse) bit’. Their optional
variants must be considered realizations of the same phonological
unit, since they are acoustically similar and do not perform a distinc-
tive function (they do not distinguish words). Of the two possible
interpretations, [¢'] = [on] = /¢*/ and [¢'] = [on] = /o/ + /n/, the second
is more acceptable, since it satisfies the principle of minimal inventory
and extends and normalizes phoneme distribution. Now /¢/ is possible
also before tautosyllabic /n/, and /n/ in turn can occupy roughly the
same positions as the related /m/, /1/, and /r/. Based on similar consid-
erations, English and German syllabic [l], etc., often used alongside
optional [al]-type complexes, are considered sequences of the type /o/
+ /l/; cf. Eng. ['botl] = ['botol] bottle, Ger. ['fo:gl] = ['fo:gol] Vogel
‘bird’ (see [O’Connor, Trim 1973: 260, fn. 7; Wells 1965; Philipp
1974: 14, 35, 67 et passim; Meinhold, Stock 1982: 92-93]. For an
interpretation of this sort for Norwegian sonorants, see [Borgstrom
1981: 176]; for a radically opposite but hardly convincing view, see
[Morciniec 1968: 77-78; 1971: 123ft.]).

2. Often suspect segments and similar clear sequences are in
complementary distribution.

The Portuguese nasalized vowels (on possible interpretations,
see [Pike 1947: 196ff.; Morais-Barbosa 1962; Katagos¢ina 1970: 56—
71 and references])®” are a classic example. These vowels contrast
with non-nasals and perform a distinctive function in two instances: a)
word-finally: /d [tg] ‘wool’ : la [ta] ‘there’, dom [dQ] ‘mister’ : dou
[do] ‘I give’, and b) before a non-plosive consonant, cf. lanco ['tasu]
‘a throw’ : laco ['tasu] ‘lasso’. Before the nasal consonants [n], [],
[m], only nasalized vowels are possible: campo ['kampu] ‘field,

% In formulas of this type, as already noted in fn. 30, the brackets “ <>
mark optional variants (cf. [Labov 1972: 112]).

% We have availed ourselves here of consultations with Mafalda Tupé, who is
proficient in Brazilian Portuguese. Nasalized vowels are transcribed with the
symbols [a], [¢], more familiar to Baltists, rather than with the ambiguous [&],

[5].
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camp’, conto ['kontu] ‘tale’, longo ['tongu] ‘long’. In external juncture
(so-called sandhi, Skt. sandhi), final nasals are replaced by corre-
sponding [g] + [n]-type sequences when the following word begins
with a plosive: /a@ tinta [fan 'tints] ‘dyed wool’, /@ cardada [tay
kar'dada] ‘combed wool’. Sequences of the type [a] + [n], [a] + [t], [8]
+ [p], [a] + [k] are quite impossible. The situation here is thus quite
different from that of French, where such sequences exist. The
sequences [an], [an], etc., are undoubtedly biphonemic /a/ + /n/-type
clusters, since the /n/ occupies the same position as [r] and [t], and the
nasalization of the vowel is readily explained by the influence of the
adjacent nasal consonant. These clear sequences and the related
nasalized vowels are in complementary distribution (see table 9),
which is especially nicely revealed in the alternation of [3] : [gn], etc.,
in external juncture (on the importance of juncture or external sandhi
for phonology, see § 86 and references). In these circumstances, we
must undoubtedly consider nasalized vowels combinatory variants of
/a/ + /n/-type sequences: [a] = [an] = [ap] =/a/ + /n/; [o] = [on] = [on] =
/o/ + /n/ ([do] = /don/, [ta] = /lan/, [tasu] = /lansw/).

Table 9. Distribution of Portuguese nasalized vowels and [an]-type sequences

Positions
Sounds [—#] [—s] [—4] [—&] [—b] | Interpretation
1 2 3 4 5

[a] + + + + + /a/

[a] + +

[an] +

[an] n /a/ + /n/
[am] +

It is easy to see that this interpretation satisfies both the principle
of minimal inventory and the principle of maximally regular relations:
in breaking down the nasalized vowels, phonemes of a very narrow
distribution disappear; all vowels and /n/ become possible in all posi-
tions. This alone makes other interpretations of Portuguese vocalism
unconvincing (for example, [Katagosc¢ina 1970: 88]); pure phonetic
considerations always yield to functional ones.

§ 82. A similar distribution is also characteristic of the “mixed”
and “pure” diphthongs of Lithuanian and its dialects (see [Girdenis
1966a (= Girdenis 2000b: 309f.); 1971b: 25 (= Girdenis 2000b: 215f.);
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Kosiené 1978: 33; Ambrazas 1985: 20f.; 1997: 22 (= Girdenis 2001:
208)]). Both are used only word-finally and before consonants: ga/
‘perhaps’, kur ‘where’, sakaii ‘say-1SG.PRS’, turgui ‘market-DAT.SG’
(= turguj ‘market-LOC.SG’), kdltas ‘chisel’, jkurtas ‘founded’,
draugauti ‘be friends with-INF’, guiti ‘drive-INF’. Before vowels, we
find in their place similar heterosyllabic and therefore unquestionably
biphonemic sequences of the type [a] + [1], [a] + [v] (optionally also
[a] + [u]), [u] + [J]): gd-li ‘can-3PRS’, ku-ras ‘fuel’, drau-gdvo ‘be
friends with-3PST’ (also pronounced [drau-gd--uo-]), fur-gu-je
‘market-LOC.SG’, gil-ja ‘drive-3PRS”.”

Hence [al] and [a-t], [ur] and [u-r], [au] and [a-Vv] ([a-u]), [ui]
and [u-j], etc., are in complementary distribution, as is easily observed
and understood from the automatic alternation in question. As a result,
no one to date has questioned that Lithuanian mixed diphthongs are
combinations of the type /a/ + R (see table 10).

Table 10. Distribution of Lithuanian mixed diphthongs and corresponding
heterosyllabic sequences

Positions
Sounds [—#] [—C] [—V] Interpretation
1 2 3
[at] + +
[a-1] " /al + 1/
[ur] + +
[ur] n n/+/

There is a broader range of views on pure diphthongs. First,
it has been claimed on more than one occasion that they should
Ulvydas 1965: 57 et passim]; second, some proponents of a bipho-
nemic interpretation of these sounds interpret their second component

7 In North Zemaitic, diphthongs in a final syllable split further into sequences
of the type V' + [j v] before an optional emphatic vowel (see § 17 and 66) and
before the initial vowel of a following word: matd.u — matd.-va “mataii”
‘see-1SG.PRS’, t&i — té-ja “ti&” ‘those’, ja-v atejé: “jau atéjai” ‘You’ve already
come’, ané-jisvazp.-vimiest” “Jié isvazitioja j miéstg” ‘They are leaving for
town’. It is interesting that this phenomenon was noticed as early as the begin-
ning of the nineteenth century (see [Ciulda 1993: 265; Subagius 1993: 40]); it is
also not completely alien to Southwest Aukstaitic speakers (cf. [Girdenis 1992a
(= Girdenis 2001: 378]).
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differently (cf. [Schmalstieg 1958; Kazlauskas 1966; Girdenis 1966a
(= Girdenis 2000b: 309f.); Svecevicius, Pakerys 1967; Mikalauskaité
1975: 56-57)).

The single-phoneme treatment of diphthongs is at present inter-
esting only as a kind of anachronism, since in 1929 Trubetzkoy
had already convincingly demonstrated that these sounds are truly
biphonemic [Trubetzkoy 1929: 55] (cf. [Trost 1965: 183; Girdenis
1970b: 17; 1977b: 192 (= Girdenis 2000c: 86); Smoczynski 1978;
Ambrazas 1985: 20f.; 1997: 22 (= Girdenis 2001: 208)]). Considering
their automatic alternation and clear complementary distribution with
similar heterosyllabic sequences, we must consider them phoneme
sequences as well, consisting of the corresponding short vowels and
i/, Iv/ (see table 11).

Table 11. Distribution of Lithuanian pure diphthongs and corresponding
heterosyllabic sequences

Positions
Sounds [—#] [—C] [—V] Interpretation
1 2 3
[au] + +
lal + v/
[a]-[v] +
[ui] + + .
- / + 1/
[u]-[i] + vy

This interpretation appears all the more acceptable if we take
into account other phonological arguments. First, it eliminates syl-
lables in which the nucleus would have to consist of sequences of two
vowels, and it fills certain gaps in the structure of consonant
sequences: /j v/ now function as members of the /l m n r/-class not
only at the beginning of a syllable, but also at its end (in codas, cf.
§ 111). Second, in interpreting diphthongs this way, we more easily
explain all automatic alternations of non-syllabic [i], [u] and
consonantal [j], [v], which are possible even in such cases as Zoléj
(-[€1]) ‘grass-SHORT-LOC’ : Zoléjé ‘grass-LOC’, sudiéu ‘goodbye’ : su
dievii ‘with God’, where [i], [u] must necessarily be considered
allophones of /j/, /v/ (see table 12)."!

7! Proponents of the single-phoneme interpretation of diphthongs try to escape
these facts with inadmissible diachronic arguments (see § 10).
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Table 12. Distribution of Lithuanian [i], [u] and [j], [v]

Positions
Sounds [—#] [—C] [—V] Interpretation
1 2 3

[i] + + .

> /il

[i] + !
[u] + +
V] n v/

In principle, pure diphthongs can, of course, also be considered
sequences of the type /a/, /e/ + /i/, /u/ (for example, [Kazlauskas
1966]), but such a choice would be supported only by the phonetic
similarity of non-syllabic [i], [u] and syllabic [i], [u] (cf. [Svecevicius,
Pakerys 1967; Pakerys 1968; 1986: 190ff.; Svecevicjus, Pakeris
1968)); all other arguments are for the first interpretation.

The first, rather than the second, interpretation is also supported
by certain typological data.

1. In Russian linguistics, no one doubts that alongside [i], an
open non-syllabic [e]-type sound, transcribed [3], is an allophone of
the phoneme /j/; see [Panov 1967: 45]).

2. In Belarusian and Ukrainian, [i u], appearing in conditions
similar to Lithuanian [i u], are only considered allophones of the pho-
nemes /j v (w)/ [Padluzny 1969: 41-43; Perebyjnis 1970: 26-27].

3. Quite independently, the same interpretation has been sug-
gested for East Latvian diphthongs [Lelis 1961: 80-85].

4. There is reason to believe that Tajik (and apparently also
Farsi) [u] ([w]) = /v/; cf. va ‘and’ : gow [gou] ‘cow’ [Sokolova 1948:
282].

5. It has occasionally been suggested that Danish (for example,
[Fischer-Jargensen 1962: 97]) and even German [Heike 1972: 43—44]
diphthongs can be considered sequences of the type V' + /j v/.”?

§ 83. Some linguists are inclined to consider the gliding diph-
thongs [ie], [uo] as phoneme sequences as well, breaking them down

7 That the second component of Zemaitic diphthongs is /j v/ is also shown by
the consistent tendency of semi-literate people to write lajks “latkas” ‘time’,
stovmov “stuomud” ‘stature, figure’. Both my sons wrote in just this way when
they were learning to read and write in block letters: BAJSI ~ bd.i.Si “baisi” ‘terri-
ble-NOM.SG.F’, JOVKOV ~ joukd.u “juokduja” ‘joke-3PRS’, SOV ~ Sou “§ud” ‘dog’
(see, for example, [Karosiené, Girdenis 1995: 75f. (= Girdenis 2001: 189f.)]).
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into /i/ + /e/, /lu/ + /a/ (see [Schmalstieg 1958; Kazlauskas 1966];"
with dialectal data: [Hjelmslev 1936-1937; Hamp 1959; GarSva
1977c: 67-69; 1982: 66]). Such a view is generally based on the puta-
tive minimal pairs /ieti ‘pour-INF’ : limti ‘bend-INF’, kiétis ‘hardness’ :
kirtis “stress’, kietas “hard’ : kiltas ‘rough, coarse (cloth)’, kudpti ‘clean
out-INF’ : kumpti ‘become crooked-INF’, kuokélé ‘stamen’ : kulkéle
‘pellet’, etc., which supposedly show that the second part of these
diphthongs is commutable with other sounds (in these examples, with
the sonorants [m], [r], [1], [1], see [Kazlauskas 1966: 75]). But in fact
these examples show little, since the first element of these diphthongs
could be commuted in the same way.”* Such a commutation is, of
course, impossible, since an [e] or [&] can only be preceded by a
tautosyllabic tense [i]-type element, and an [0] or [a] only by a close
tense [u]-type element. Moreover, in their acoustic and auditory prop-
erties, the first elements are closer to long tense [i‘], [u‘], rather than to
short, lax [i], [u]. Observing the criterion of phonetic similarity, we
would have to consider [ie] a sequence of /i’/ + /e/, rather than /i/ + /e/,
and [uo] a sequence of /u’/ + /a/, rather than /u/ + /a/, although, as we
know, diphthongs with long [i'], [u] as their first element are
extremely uncommon, in principle possible only word-finally and in
the first component of a compound word. Even worse, this argument
contains a logical vicious circle: in comparing such word pairs, the

7 Even /u/ + <o> [Schmalstieg 1958] or /u/ + /A/ (/A/ is an “archiphoneme”
of the phonemes /a/ and <o0>) (!): [Kazlauskas 1966: 75]). These are undoubt-
edly utterly artificial “hocus-pocus” solutions, since <o0> is a marginal phoneme
which occurs only in recent borrowings. A foreign element cannot possibly be a
component of a Lithuanian diphthong.

Pure diphthongs are also considered sequences in works of generative pho-
nology (for example, [Heeschen 1968: 216; Kenstowicz 1969: 5; 1970: 79ft.;
1972: 3—-4]). This treatment seems quite appropriate within this system, since it
accords well with the biphonemic interpretation of long vowels: [o'] = /a/ + /a/,
[e'] =/e/ + e/, etc.

™ Hjelmslev’s attempt to compare such “minimal pairs” pudtg ‘feast-ACC.SG’ :
protg ‘mind-ACC.SG’, tiésq ‘truth-ACC.SG’ : trésq ‘interest-ACC.SG’ has been
convincingly criticized by Smoczynski [Smoczynski 1975; 1978]. These
comparisons completely ignore syntagmatics and even paradigmatics, since they
assume that /r/ and /u/, /t/ and /i/, for example, can be members of the same
syntagmatic class. A similar error is also made by Kazlauskas, who implicitly
assigns /e/ and /m/, <o>and /I/... to the same syntagmatic class.

95



§ 83 1I. Methods for Establishing Phonemes

investigator has already accepted the premise that [ie], [uo] are, if not
phonemes, then at least sound sequences.”” And what is crucial here is
that there is no complementary distribution between [ie], [uo] and
similar clear sound sequences; these segments are also used before
vowels: nuioaizos ‘husks’, nuoalpis ‘fainting fit’, nuoalsiis ‘weary’,
niioara ‘what has been plowed up’, nmiioauga ‘excrescence’, prieaiksté
‘place near a square’, prieakis ‘place before the eyes’, priealkis
hunger przeangzs ‘porch’, prteaugzs ‘increase’, prieauglis ‘off-
spring’, prieausris ‘early dawn’, prieezis ‘place near a boundary’.
Finally, we should not forget seml-phonetlc alternations of the type
[uo] : [u] such as astuoni ‘eight’ : astuiitas ‘eighth’, piiolé ‘attack-
3PST’ : pulti ‘attack-INF’, etc.; the indirect proximity of [ie], [uo] to
vowels is also shown by these morphonemic alternations: geri ‘good-
NOM.PL.M’ : gerie-ji ‘g00d-NOM.PL.M.DEF’ = geriis ‘g00od-ACC.PL.M’ :
geruos-ius ‘good-ACC.PLM.DEF’ = gera ‘good-NOM.SG.F’ : gero-ji
‘g00d-NOM.SG.F.DEF’ = geras ‘good-ACC.PL.F’ : gergs-ias ‘good-
ACC.PL.F.DEF’.

These facts are all more easily and simply explained if we
consider [ie], [uo] to be independent phonemes /ie/, /uo/, belonging to
the class of long vowels, rather than sequences. This interpretation of
the Lithuanian gliding diphthongs (it would perhaps be more accurate
to say polyphthongs [Polivanov 1968: 118, 126 et passim]) has been
accepted, for example, in the following works: [Trubetzkoy 1929:
55; Trost 1965; 1966 149; Girdenis 1966a (= Girdenis 2000b:
309f.); Buch 1968; Merlingen 1970: 344; Toporova 1972: 140-141;
Mikalauskaité 1975: 56]. Regarding a similar treatment for the polyph-
thongs of Latvian and its dialects, see [Lelis 1961: 67, 70—73; Bendiks
1972; Markus 1982: 96].

In those dialects which to a greater or lesser degree shorten the vowels of
unstressed syllables, the fact that [ie], [uo] are single phonemes is more easily
demonstrated, since these diphthongs shorten in the same way and in the same
cases as long vowels in unstressed position, and become clear monophthongs;
cf. EAukst. Kupiskis duona “diona” ‘bread . do.nala. “duonélé” ‘bread
(dim.)’, viena “viend” ‘one-NOM.SG.F’ : ve.no.s “viends” ‘one-GEN.SG.F’, Utena
diiona ‘bread’ : da.nz.la. ‘bread (dim.)’, 0{zena “diena” ‘day-NOM.SG’ : dae.n3
“diendj” ‘day-LOC.SG’ (see, for example, [Cekman 1977; Kosiené 1978: 30-31;

7 This is a rather widespread “disease” of phonologists dealing with the struc-
ture of diphthongs (see, for example, [GluSak 1966: 382]).
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4. Syntagmatic Identification of Phonemes § 84

Kaciuskiené 1982: 41; Girdenis, Zidonyté 1994 (= Girdenis 2001: 127ff.)]; on
similar phenomena in the North Zemaitic dialect and their interpretation, see
[Girdenis 1971b: 25 (= Girdenis 2000b: 216); 2000b: 152f.]).”° In eastern dia-
lects, the fact that [ie] and [uo] are single phonemes is also shown by pitch
accent. In syllables consisting of these sounds, the pitch accents are the same as
those in syllables consisting of long monophthongs, and are completely different
from the pitch accents heard in syllables based on mixed diphthongs or pure
diphthongs. Only syllables consisting of monophthongs or /ie/, /uo/ are affected
by the so-called levelling of pitch accents—a certain weakening and conver-
gence of pitch accents which can be observed in many East Aukstaitic dialects
(cf. [Zinkevi&ius 1966: 33-34]; in greater detail see § 66 and § 245, fn. 50).”

§ 84. In concluding this survey of the methods and principles for
the syntagmatic identification of phonemes, we should note that sus-
pect segments must be considered phoneme sequences in all cases
where breaking them down would help avoid phonemes of a very

76 It may be worth adding a non-traditional argument here.

North Zemaitic teenagers have long used a special secret slang based on
inserting a Vp-type cluster between every consonant or consonant sequence and
a syllable nucleus—a vowel or diphthong; the inserted vowel V repeats the
vowel of the syllable nucleus, only without qualitative or prosodic features:
tepé'i Vipirapd bopo.vapa tepékrepé Zapaltepé ~ t&i Vird bo.va tékre Zalté:
“Tié vyrai bivo tikri Zalciai” ‘Those men were real snakes’. Pure diphthongs in
such cases are treated as sequences (only the vowel of the first component is
repeated), while gliding diphthongs are treated as separate long vowels (what is
repeated is a short contracted equivalent of the entire dlphthong) kapdiSepé ~
kdisé “kdisei” ‘scrape shave-2SG.PST’, kagpd.u. rapa ~ kd.u.ra “kiaura” “full of
holes-NOM.SG.F’ lapauzopo u ~ fauzg.u “lauzui” ‘bonfire-DAT.SG’, tepei ~ te'i

“tie” ‘those NOM.PL.M’, but [“gpuiov” opio ~ luovuo “lovof’ ‘bed-LOC.SG’,
papad'epiej opuom depzedepe ~ padiejiiom diedé: “padéjome dédei” ‘We
helped uncle’, tr“op“ob“opiio ~ tr'obiio “trobd;” ‘farmhouse-LOC.SG’. In greater
detail, see [Karosiené, Girdenis 1995 (= Girdenis 2001: 182ff.)], where the
interpretation of diphthongs presented here is supported statistically.

"7 The younger East Auktaitic generation does in fact distinguish pitch
accents of monophthongs and /ie/, /uo/ more weakly than do West Aukstaitic
and Zemaitic speakers; this is especially true of speakers from Sirvintos,
Kupiskis, Anyksciai, and Utena. But no Lithuanian dialect shows a complete
failure to distinguish pitch accent, a true dephonologization. For example,
speakers from Utena distinguish quite well by ear minimal pairs pronounced
without context such as pife. “piiti” ‘Tot-INF’ : pirte. “piité” ‘blow-3PST’,
sirda. “siido” ‘salt-3SG.PRS’ : sida. “siido” ‘COurt-GEN.SG’, fFinae. “tryné”
‘rub-3PST’ : fFivie. “trpnio” ‘yolk-GEN.SG’ [Kosiené 1979].
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narrow or otherwise inconsistent distribution. Therefore, Lithuanian
dialectologists are quite right to record so-called reduced vowels in
endings in North and West Zemaitic dialects: vaik® “vaikio” ‘lad-
GEN.SG” : vaik' “vaikj” ‘lad-ACC.SG* : vaik" “vaikiy” ‘lad-GEN.PL’,
kG.il® “kdilio” “skin, fur-GEN.SG’ : kd.il' “kdili” ‘skin, fur-ACC.SG’
ka. ii” “kdiliy” ‘skin, fur-GEN.PL’ grd§ “grdsio” ‘penny-GEN.SG’
gra.§' “grdsj” ‘penny-ACC.SG’ : gra.§" “grasiy” ‘penny-GEN.PL’, jd.uf®
“jducio” ‘0X-GEN.SG’ : jd.uf “jauti” ‘0X-ACC.SG’ : jd.uf" “jauciy”
‘0x-GEN.PL’. These forms are in fact most often distinguished not by
independent vowel segments, but by the particular timbre of the final
consonant: the genitive singulars vaik?, kd.il*, gra.§¢, ja.uf’ end in a
weakly palatahzed consonant (pronounced approx1mately [Va ik],
[ka.il], [gra.§]), the accusative singulars vd- ik’ ka.il’ gra s, Jja. uf have
a strongly palatalized word-final consonant (~ [var 1k] [ka.if], [gra s]
[ja. ut] or [vaik], [ka.il]), the genitive plurals vaik", ka.il", gra.§",
Jja.ut" are pronounced with a strongly labialized and palatalized word-
final consonant (= [va'ik’], [ka.il"]; see, for example, [ZinkeviCius
1966: 117; Grinaveckis 1973: 272]). Therefore, we might assume that
the dialect has three soft consonant phonemes: /k/, /k/, /k°/; 1/, I/, /°/,
all of which contrast only in word-final position and in final consonant
clusters. In so doing, we would enrich the dialect’s phonological
system with consonant phonemes of a very limited distribution and we
would unnaturally narrow the distribution of vowel phonemes, since
in unstressed endings we would not have the phonemes /i/, /¢/ and /u/,
found in other positions. The situation is further complicated by
forms of the type ra.kt’ “rakny” ‘pick (at)-3SBIV’ : ra.kt" “rakty”
‘key-GEN.PL’ : rakt® “raktq” ‘key-ACC.SG’, in which, to be consistent,
we would need to distinguish independent weakly-labialized, strongly-
labialized, and velarized consonantal phonemes /t°/, /t"/, /t*/, contrast-
ing only word-finally. Consequently, we come to a logical but quite
unrealistic conclusion, which is contradicted in a clear /ento style of
speech; one often says, for example, especially in emphatically
repeating a sentence: ne §a.ki sakd.u bet Sa.ke “ne Sakj sakaii, bet
Sdke” ‘I’'m not saying Sakjs, but fork’, with fully clear final vowels
(cf. [Girdenis, Lakiené 1976: 73 (= Girdenis 2000c: 339), fn. 11]).
Hence the reduced North Zemaitic vowels can and must be considered
independent vowel phonemes, although in speech they are most often
realized only as simultaneous timbre features of consonants.

29 ¢
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4. Syntagmatic Identification of Phonemes § 84

The North Panevezys reduced (murmured) vowels in forms of
the type kas® “kasi” ‘dig-1SG.PRS’, 705" “risu” ‘tie-1SG.PRS’, varg®s
“vargis” ‘hardship-ACC.PL’, Zvak"s “svakés” ‘candle-AcC.PL’ should
be interpreted analogously. If these vowels were not introduced, we
would either have to distinguish two types of pitch accent for short
syllables, used only in final syllables (cf.: kas” “kasi” ‘dig-1SG.PRS’ #
kas “kas” ‘dig-3FUT’, 705" “risii” ‘tie-1SG.PRS’ # 70§ “ris” ‘tie-3FUT’),
or admit a three-way distinctive vowel quantity, or else invent a
prosodic opposition of “strong” and “weak” syllables (see, for
example, [GarSva 1982: 70, 73 and references]). We would also have
to transfer to morphology a good number of completely automatic
phonological rules (cf.: bdub®s “baubiis” ‘bugbear-ACC.PL’ # bdups
“baiibs” ‘moo-3FUT’, varg®s “vargiis” ‘hardship-ACC.PL’ # vorks
“vargs” ‘live in poverty-3FUT’ and others), and, finally, ignore mini-
mal pairs like jauk’s “jaukiis, -ias” ‘comfortable-ACC.PL.M,F’ #
Jauks® “jaiiksi, -iv” ‘lump together-2SG.FUT,1SG.FUT’, §tap"s “Slapiis,
-ias”  ‘Wet-ACC.PLM,F’ # Slaps® “Slapsi, -iu” ‘get wet-
28G.FUT,1SG.FUT’, which are distinguished only by the place of the
reduced segments.

These difficulties can all be avoided if we acknowledge that
there exists in the dialect a “reduced” vowel phoneme /o/ (or, more
precisely, an archiphoneme; see [Kaciuskiené 1982: 44], cf. [Girdenis,
Zidonyté 1994 (= Girdenis 2001: 127ff.)]), realized after hard conso-
nants by the back allophone [*] and after soft consonants by the front
allophone ["]. Most often these allophones are pronounced only as
supplementary features of other allophones, but in /lento-style speech
quite clear vocalic segments can be heard.”

If we introduce the phoneme /o/, the above-mentioned differ-
ences in the pronunciation of the sounds of a root are all easily
explained by their position: before /o/ short vowels are pronounced a
bit longer than before a pause and voiced consonants do not devoice,
even though a morpheme of seemingly voiceless expression follows:
bai.b"s “baiibas” = {bavb-} + {-os}, but bdups “baiibs” = {bavb-} +
{-s}. Only due to the phonetic (“surface”) reduction of the phonological

78 The careful study by Genovaité Kagiuskiené obviates the need to pursue the
history and phonetic details of this question in greater detail (see [Kaciuskiené
1980; 1982; 1983; Kacjuskene 1984: 13ft., 121-139]).
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§ 84 1I. Methods for Establishing Phonemes

unit /o/ do syllabic obstruents occur in the dialect, as well as con-
sonantal sequences (for example, grazs “grazus” ‘beautiful’, par.ss
“parsas” ‘piglet’) which contradict even universal phonotactic rules;
cf. [Trnka 1936; Grinberg 1964: 48 (rule 5), 52 (rule 16)]. Hence, the
introduced phoneme permits a simple explanation for a great number
of complex phenomena in this dialect, that is to say, it has great
explanatory force.

It should be added that the North Panevézys reduced vowels
(like those of North Zemaitic) are in certain cases also articulated as
clear syllabic vowels. For example, speakers of this dialect, in singing
or speaking the text of folk songs, usually say bd.fters (or bd.ltas)
dobeléli, kor bové. “bdltas dobiléli, kur buvai?” ‘O white clover,
where were you?’ rather than ba.#ts dobels ™, kor bove; thus they
sometimes also pronounce the syllabic equivalent of a reduced
vowel.” This shows that segments of the type -C @ _c® occasionally
optionally alternate with the clear sequences -Ci, -Ca, and therefore
must also be considered phoneme sequences /C/ + /of, /C/ + /o
according to the principles examined in § 81 (that is, according to
Trubetzkoy’s seventh rule [Trubetzkoy 1977: 55-57 = Trubeckoj
1960: 69—70]). However, the above alternation is not required for this
interpretation: we would need to break these segments down further
even if there were no alternation.*

In conclusion, we should add that it is not difficult to find
quite close typological parallels to the reduced vowels of Lithuanian

7Tt appears that Kaciuskiené [1983: 24, fn. 4] rightly doubts the probative
value of folk songs. But in this case, it should not be overlooked that the endings
of the examples cited show the Panevézys, rather than standard Lithuanian,
vowels ([b1], [3], [1]).

This interpretation was formulated as early as 1965, when almost nothing
was known about a possible segmental (syllabic) realization of reduced vowels
(see [Girdenis, Zinkevi¢ius 1966: 143 (= Girdenis 2000b: 49), fn. 20;
Zinkevicius 1966: 119; 1975; 1976; 1978: 60-61]; cf. also [Morkiinas 1982: 22—
26]). The “reduced” phoneme was introduced as a necessary theoretical con-
struct, simply and effectively explaining all the above anomalies in phoneme
sequences. Kazimieras Jaunius had already argued in quite a similar way for the
reality of such vowels [Javnis’ 1897: 196]; on Zemaitic reduced vowels, see also
[Tolstaja 1972: 139] and [Girdjanis 1977: 305 (= Girdenis 2000c: 380f.)]. On
the most recent attempt to deny the reality of this phoneme, see [Gar§va 1998]
(cf. [Girdenis 2001: 164, fn.]).
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4. Syntagmatic Identification of Phonemes § 85

dialects. Especially well known are the “unstable” phonemes (Ru.
neycmotuuusvie ¢onemst) of Modern Iranian (see, for example,
[Sokolova 1948: 279-280; 1949: 26, 78-79, 92; 1951; Zograf 1976:
178]; cf. also [Cekman 1979: 203-204; Kac&iuskien¢ 1983: 36 and
references]). No linguist who has studied these languages has sug-
gested rejecting the reduced (“unstable”) vowels as independent pho-
nemes, although in normal or rapid speech they are almost never

pronounced as separate sounds.

e) SUMMARY REMARKS

§ 85.In what has emerged in examining various cases of the
syntagmatic identification of phonemes, the following points deserve
particular attention.

1. Those sound complexes which function in some phonological
systems as independent phonemes, or monophonemes, and in other
systems as phoneme sequences, or biphonemes, are to be considered
suspect segments.

2. Suspect segments are often distinguished from non-suspect
segments by an unusually great duration in pronunciation and/or a dis-
continuous and non-uniform articulation. Among suspect segments,
only those whose components belong to separate syllables are clear
phoneme sequences.

3. Suspect segments are without question independent phonemes
in the following cases:

a) if they contrast with clear similarly-pronounced phoneme
sequences;

b) if at least one of their components cannot be considered an
allophone of some independently-used (not just in the suspect seg-
ment) phoneme;

¢) if decomposition violates general rules of syllable structure or
phoneme-sequence structure.

4. Suspect segments are without question phoneme sequences:

a) if they function as optional variants of similarly-pronounced
clear sequences;

b) if they are in complementary distribution with similarly-
pronounced undisputed sequences;
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c) if their decomposition simplifies rules of phoneme distri-
bution and permits avoiding phonemes of very narrow or otherwise
abnormal distribution.

These rules all obey the principles of minimal inventory and
maximally regular relations, of which the latter is especially impor-
tant. Nevertheless, we can consistently follow these principles only
once we have studied phoneme relationships in at least a general way.

The commutation method proposed by Martinet is neither
essential nor universal, and can only be used in exceptional cases. In
no way does it replace Trubetzkoy’s basic rules (of these rules, only
certain errors of a phonetic or anthropophonic nature are to be
excluded).

§ 86. It should also be noted that sandhi (external, word-
juncture) phenomena are quite important for the syntagmatic
identification of phonemes (see [Steblin-Kamenskij 1971]; cf. fn. 70
and references). Sound segments appearing in place of clear sequences
at word boundaries are almost always a phonetic realization of these
sequences (cf., for example, the interpretation of Spanish diphthongs:
[Alarcos Llorach 1975: 154-155]). The same can be said of suspect
segments which occur only at certain morpheme boundaries.
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§ 87, 88

[II. PHONEME RELATIONS

1. GENERAL REMARKS

§ 87. The phonemic analysis of a language does not end once we
have established the inventory of phonemes. The next task is to study
the relationships of phonemes among themselves; to establish their
classes and their distinctive features.'

All relations among linguistic units can be divided into two large
classes: they are either paradigmatic or syntagmatic (see, for example,
Hjelmslev [El’mslev 1960b: 297-298; Martine 1963: 391; Postovalova
1972: 169; Muljaci¢ 1973: 37; Stepanov 1975b: 258-260]).

§ 88. Paradigmatic relations (from the Gk. wapdderyuo ‘example,
image’, cf. paradigma ‘paradigm’) occur between those linguistic
units which can occupy the same place in a more complex sequence
and therefore differentiate its meaning. Such a relation, for example,
exists between the words Jonas, Adomas, Eustdchijus, Adeoddtas,
Baltramiéjus, Kresceiitijus, Gifitaras, vaikinas ‘boy-NOM.SG’, jaunikditis
‘young man-NOM.SG’, iikininkas ‘farmer-NOM.SG’, since they can be
used in the context # — myli Marijong # ‘# — loves Marijona #’,
and therefore distinguish such sentences as Jonas myli Marijong
# Adomas myli Marijong + ... # Jaunikditis myli Marijong
+ Ukininkas myli Marijong; and likewise between the words myli
‘love-3PRS’, bdra ‘scold-3PRS’, gerbia ‘praise-3PRS’, Sokdina ‘ask to

"In descriptive linguistic practice, little attention is devoted to phoneme rela-
tions, their classification and features (cf. [Fischer-Jorgensen 1975: 91-93]). An
exception here, we might say the sole exception, is Hockett [1955: 150ff.]. The
main goal of descriptivist procedures is to establish an inventory of phonological
units, and therefore adherents of this linguistic school, instead of for example
examining syntagmatic relations in greater detail, simply present lists or tables
of phoneme sequences (see, for example, [Harris 1963: 153]).
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dance-3PRS’, snékina ‘talk to-3PRS’, [jdi ‘accompany-3PRS’, which
can replace one another in the context # Jonas — Marijona # (cf.
Jonas myli Marijong # Jonas bara Marijong # Jonas gerbia Marijong,
etc.) and between the words Marijong, Vilhelming, Egle, Ursile,
isdykéle “mischievous girl-ACC.SG.’, Sokéjg ‘dancer-ACC.SG’, studeiite
‘student (fem.)-ACC.SG’, which can occupy final position # Jonas
myli — # (cf. Jonas myli Marijong # Jonas myli Vilhelming # Jonas
myli Egle # ... # Jonas myli studeiite). The relations between these
words can be represented as follows:

A B C
Jonas myli Marijong
Adomas bdra Vilhelming
Eustdchijus gerbia Egle
Gifitaras Sokdina Ursule
Baltramiéjus Snékina isdpkeéle
Adeodatas lydi Sokéjq
Krescefitijus skriaiidZia ‘offend-3PRS’  diréktore ‘principal (f.)’
vaikinas mdéko ‘teach-3PRS’ poéte ‘poet (f.)’
Jjaunikditis véda ‘take-3PRS’ studefite
itkininkas pamdté ‘see-3PST’ piemendite ‘shepherdess’

Here we clearly see that words which can replace one another in
the same position form certain classes or paradigms [Hjelmslev 1963:
36ff.]. All members of a single paradigm within a collocation have the
same function and share certain properties. In the first paradigm (A) in
our example, we find only nominative case nouns denoting male per-
sonal names or nouns of masculine gender; all words in the second
paradigm (B) are transitive verbs; the third paradigm consists of
accusasative case nouns representing female personal names or nouns
of feminine gender. Paradigmatic relations are so-called because they
represent members of a single paradigm, a single class.

The examples show that paradigmatic relations are abstract,
rather than concrete; they are, as they say, relations in absentia
[El’'mslev 1960b: 295-297]. In the utterance Jonas myli Marijong, we
do not hear or see any other members of the first, second, or third
paradigm except for those which are in fact uttered or written. The
other members exist only in the system, as possible substitutes for the
uttered words. In speaking, we choose only some single member of
each paradigm.
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§ 89. The same sort of paradigmatic relations also occur among
phonemes and other phonological units. The phonemes /b d g k m n
c/, for example, are related in this way since they can replace one
another in the position /—a'ro'/, and therefore distinguish the words
bdro ‘strip (of land); bar-GEN.SG’ # ddro ‘do-3PRS’ # gdro ‘steam-
GEN.SG’ # kdro ‘war-GEN.SG’ # maro ‘plague-GEN.SG’ # ndro ‘diver-
GEN.SG’ # cdro ‘czar-GEN.SG’. These relations also exist between the
phonemes /r 1 t d k s/, which can be used in the position /ba—o°/ and
distinguish the words bdro ‘strip (of land); bar-GEN.SG’ # bdalo ‘turn
pale-3PST’ # bdto ‘boot-GEN.SG’ # bddo ‘hunger-GEN.SG’ # bdko
‘cistern, tank-GEN.SG’ # bdso ‘bare-footed-GEN.SG.M’, and also for /a
o u/ in the context /bat—+#/: bdtg ‘boot-ACC.SG’ # bato ‘boot-
GEN.SG’ # baty ‘boot-GEN.PL’, and so forth. Here as well, the units
(phonemes) which occupy the same position form certain classes or
paradigms (cf. [Hjelmslev 1963: 36; Meinhold, Stock 1982: 29]):

I A B C D II. A B C D
b a r o b a t o
d [ [ a
g t r u
k d m
m k
n s
% c

In example (I), the first paradigm (A) consists of phonemes
realized by consonantal sounds; such sounds are also represented in
the members of the third paradigm (C) of example (I). In the second
example (II), the last paradigm (D) consists of phonemes realized by
vowel segments.

In this case as well, we see that paradigmatic relations are nei-
ther seen nor heard in concrete utterances. At the beginning of the
word bdro, we always utter and hear only a realization of the phoneme
/b/; other phonemes belonging to the same paradigm as /b/ cannot
appear simultaneously. Thus paradigmatic relations of phonemes like-
wise exist only within a linguistic system, rather than in concrete
utterances.

§ 90. The psychological basis for paradigmatic relations is in
many cases association; therefore, Saussure called them associative
relations [Saussure 1967: 170ff. = Sossjur 1977: 155ff.], a term still
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clearly connected with the psychological traditions of nineteenth-
century linguistics. In rejecting psychologism we also reject this term,
although the concept itself has become firmly established (cf.
[Sljusareva 1975: 73-74]).

§ 91. Syntagmatic relations (Gk. gdvrayua ‘line (of troops), har-
mony’, cf. sintagma ‘syntagma’, sifitaksé ‘syntax’) exist between
those linguistic units which are, or can be, combined with one another
to form larger units. In our sentence Jonas myli Marijong, such rela-
tions exist between the words Jonas and myli, and myli and Marijong.
Here the objects of the syntagmatic relations are realized in the same
act of speech, hence we can say that these are relations in praesentia.
But in fact the relation is not only between the actually uttered com-
ponents of a collocation, but between all other members of corre-
sponding paradigms, which in principle can form collocations of
analogous structure. We can illustrate this in the following diagram
(the lines show syntagmatic relations):

A B C
Jonas myli Egle
Adomas bara Ursule
Eustachijus gerbia Marijong
Baltramiejus Sokdina Vilhelming

As we see, syntagmatic relations connect not just the words
Jonas and myli, but also Jonas and bdra, Jonas and gerbia, Jonas and
Sokdina, etc. Thus each member of paradigm A is connected with each
member of paradigm B, and each member of paradigm B is connected
with each member of paradigm C. Only this approach to syntagmatic
relations allows us to reject in a principled way the undoubtedly erro-
neous view characteristic, for example, of glossematics, that these
relations exist only in an act of speech (or in a text), and not in a lin-
guistic system (cf. [EI’'mslev 1960b: 2891f.]). Indeed, in speech we
observe realized, concrete syntagmatic relations. In a linguistic
system, these relations exist as potentialities, possibilities for com-
bining units. Between syntagmatic relations understood in this way

* Before Saussure, Kruszewski had already distinguished two kinds of “psy-
chological” relations among linguistic elements (more precisely, words): one he
called direct relations, and the other—associations of similarity [Kruszewski
1967: 92-93].
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and paradigmatic relations there cannot be a categorical distinction
(see, for example, [Stepanov 1975b: 259-260]).

§ 92. The same can be said of syntagmatic relations between
phonemes and other phonological units. First, concrete phonemes
which form larger units—sound sequences, syllables, and words—are
related in this way. For example, in the word bdro, there are syntag-
matic relations between the phonemes /b/ and /a/, /r/ and /o°/, and
between the syllables /ba--/ and /-ro/. In this case we have syntag-
matic relations which are directly heard, realized in a specific act of
speech—relations in praesentia. All other phonemes belonging to the
same paradigms as /b/ and /a‘/ are likewise related. Not only is /b/
syntagmatically connected with /a‘/, but /d/, /g/, /k/, /m/, n/ (ddro,
garo, karo, maro, ndro, see § 89) are as well; the syllable /ba--/ is
syntagmatically connected not just with /-ro”/, but also with /-sas/,
/-lus/, /-te'/ (bdsas ‘barefoot-NOM.SG.M’, balius ‘ball-NOM.SG’, bdre
‘scold-3PST’).

§ 93. We might add here that syntagmatic relations are not just
linear, although this is the most common type. Also possible are
simultaneous syntagmatic relations, combining several distinct phono-
logical units realized as a single sound segment.” For example, the syl-
lable nucleus of the Chinese word md ‘horse’ combines the vowel
phoneme /a/ and the tone /*/. Hence there exists a simultaneous syn-
tagmatic relation between /a/ and /*/ (or more precisely between the
syllable /ma/ and the tone /7/).

§ 94. Corresponding to the concept of paradigmatic relations in logic is
exclusive disjunction, expressed by the symbol “ vv > or “ v ”” [Kondakov 1975:
150; Saumjan 1962: 28], and to syntagmatic relations, conjunction, expressed by
“L A or “&” [Kondakov 1975: 264-266]. Thus we could denote the
opposition between the phonemes /s/ and /p/ by the formula s vv p, and their
syntagmatic relation by s & p. When members of a sequence are optional, their
syntagmatic relations are well-illustrated by the formula for inclusive disjunc-
tion, s v p. However, following established tradition, oppositions are usually
marked by a colon or inequality sign: (/s/ : /p/, /s/ # /p/)* and no special symbol
is used for syntagmatic relations. Adherents of stratificational linguistics offer

* The stratificational school of linguistics in particular has drawn attention to
this (for example, [Lamb 1966: 9ff.; Lockwood 1972a: 32-33]).

* Particularly suitable for oppositions would be the symbol “ <> ,” once used
in lectures by Vytautas Maziulis (for example, /k/ < /g/, /a/ < /a’/), but thus far
it is quite uncommon.
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an original system of notation for this purpose: paradigmatic relations are repre-
sented by “r1” and syntagmatic relations by “ A .” They also occasionally use
“algebraic” formulas [Lamb 1966: 9; Lockwood 1972a: 35].

§ 95. The term paradigmatic relation is synonymous with oppo-
sition, mentioned several times above. For syntagmatic relations,
some linguists connected with the Prague School (for example,
Martinet) also use the single term contrast (see, for example, [Trnka
1936: 57-58; Martine 1960: 41; 1963: 391-392; Jakobson, Waugh
1979: 20]), but as already noted (§ 51, fn. 24) for many phonologists
contrasts are also paradigmatic relations. The actual meaning of
contrast and contrasting is almost always clear from context. An
occasional possible ambiguity is easily avoided by the phrases
paradigmatic contrast and syntagmatic contrast.

Since the term opposition already has a certain tradition in
Lithuanian linguistics, the present work offers a compromise of sorts:
paradigmatic relations are almost exclusively called oppositions, but
we say, for example, the phonemes /a/ and /e/ contrast word-initially.

§ 96. The analysis of paradigmatic and syntagmatic relations is
the basis for classifying phonemes; it also allows us to establish the
smallest phonological units—distinctive features.

An analysis can begin either with paradigmatic or syntagmatic
relations; various schools of linguistics proceed differently. But the
fact that in an act of speech only syntagmatic relations can be directly
observed and recorded would suggest that we begin with these. We
are also prompted to do so by the fact that, as we have seen, phonemic
oppositions are possible only in certain paradigms, and these are
determined and revealed by syntagmatic relations. Thirdly, an analysis
of syntagmatic relations allows us to classify phonemes based only on
their arrangement within larger units (syllables, words, etc.). If from
the outset we begin investigating paradigmatic relations, we will
inevitably need to rely only on the phonetic properties of phonemic
realizations, and, of course, on a preliminary classificational scheme
for these properties. Proceeding in this way, various classificatory
schemes for phonemes are possible, but no single one will be neces-
sary and no single one will reveal the specifics of the language in
question (cf. [Bloomfield 1935: 129ff. = Blumfild 1968: 132ff,;
Hjelmslev 1959: 84ft.; Kurytowicz 1960: 23 = Kurilovi¢ 1962: 29]).

Up to now, the research approach ‘“syntagmatic relations” —
“paradigmatic relations” has been followed most consistently by
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Scandinavian linguists (cf. also [El’mslev 1960c: 59; Vogt 1981a;
1981b; Sigurd 1955; 1965: especially 39; 1968: 4511f.; Koefoed 1967:
134ff.; Fischer-Jorgensen 1972°] etc.). The position of the Praguians
on this question has been rather more skeptical than favorable (cf.
[Trubetzkoy 1977: 83, 218-220 = Trubeckoj 1960: 102—-103, 272—
274]), although they do not deny that a syntagmatic classification of
phonemes is possible. At present, the methodological priority of syn-
tagmatic relations is acknowledged even by more established, gener-
ally rather conservative, Russian linguists (for example, [Stepanov
1975b: 259; Stepanov, Edel’'man 1976: 207]). But we can speak only
of a methodological, rather than ontological priority; from an onto-
logical standpoint, paradigmatic relations unquestionably prevail over
a syntagmatic approach.

Of course, in investigating languages in which syntagmatic rela-
tions are quite rudimentary, the approach presented here is not par-
ticularly advantageous (cf. [Trubetzkoy 1977: 220 = Trubeckoj 1960:
274]). Nor is it very appropriate when dealing with a language char-
acterized by phoneme sequences which are too varied and complex,
approaching a random accumulation of sounds.® In these circum-
stances, it is practical to study only paradigmatic relations and to clas-
sify phonemes only according to the phonetic properties of their reali-
zations. But this is rather the exception than the general rule, since
even in such cases syntagmatic relations for the most part reveal at
least the largest and most important classes of phonemes.

2. SYNTAGMATIC (FUNCTIONAL)
CLASSIFICATION OF PHONEMES

a) INTRODUCTORY REMARKS

§ 97. Even from our limited experience, we know or at least
intuit that words and syllables in all languages are composed of
regular, rather than random, combinations of phonemes. And this

> This work (pp. 563—564) briefly reviews the history of the question as well.
5 Among the exceedingly rare examples, we might mention Kerek (see [Skorik
1968: 312]) and Bella Coola [Hockett 1955: 57ff.] (cf. also [Allen 1973: 36]).
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intuition would scarcely allow us to consider the following “excerpts”
as examples of real languages:’
1. Pmhapm kike Ehmno hyaoo maowtaffmhhmnrkuy, m tahyofoierutt ht
nkntye iatt i Kaaeyra. Mwrpiinfmawa okn:
—Tourh rf, runaofin f ppmoe aipr? Wr! Hi nnfyph ako ufkp wuymr.
—O! —hkuaoem oofyw mkhe wtinu. —Krtpk mnhoefimpneoy!
2. Ooauonbo u fhpwnwdoe,
Urhu nuw Ua emwh wcnoe:
Hpmi, Ourop! N mmpugmkp—
Eplrsgho kgp fiormkp?
Akkuhek p tepcwwwnbn—
Ifdn md, I Heaairg ftbn!
3. Uodccrre idadéngbbs Blecidcig sbdtkde utpaetko vdagpriokebd, cbdj
vksebjcud ndzidkepd, ejér evinuocébar chigddad bglckbvud legsiid,
4. —M! Sr! Pzpymmdrk! —jsfdt.
—P! Ri sns tsbs] —nv. —DzZd ptzaizntvbkpa k dig posudtbgjg vsmv n,
idrnakbss a s tkd s!
—OCsb ptp jpzttbjwdidsv, —da gk. —Lz$p gcptmbckkk tab. Zdb?
I dntvvmblgm bmlin:
—Jnramvnmkk tpbvrm namthl —dp.
—Gv, kktmssjss, —sb Said. —V! S jmm, tvd §iis: nkz, mjlink jnhshs pg
njojbn n dmpm akk pgn jgeémbnpa.
5. Uglik u bagronk sha pushdug Saruman-glob biibhosh skai.

The first “excerpt” destroys the impression of real language with
“words” such as ¢, f, wr, nknt, krtpk, the consonant accumulations
pmh-, rng-, mwrp-, -ffmhhmnrk-, the numerous complex vowel
sequences -uaoe-, etc. Nor will the “rhymes,” punctuation, or capital
letters of the second example create the illusion of true rhymed lan-
guage. That illusion is destroyed by the “words” p, kgp, ftbn (and in
part by n, md, /, not least because there are too many of these for this
small text), and by the strange and unwieldy phoneme combinations
fhpwnwd-, -plrsgh-, -pcwwwnbn, ooauo-, among others.

The third “excerpt” shows approximately what a text in standard
Lithuanian would look like if it had the contemporary phonemic
inventory and set of characters, but used all theoretically imaginable
combinations of phonemes. Although the punctuation is realistic, this
example does not resemble either Lithuanian, or in fact any language,

"If, of course, all the phonemes are recorded.

110
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since it is inconceivable that words of the type sbdtkde or sequences of
the type -kcbd, -dccrr- would exist anywhere.

The fourth “text” was obtained by selecting in turn the first let-
ters of each page of a Lithuanian book, a dialogue, as we see, not fit
for imitation even by inhabitants of the Andromeda Galaxy. The
unwieldy consonant clusters seem particularly impossible.

Finally, the fifth example seems to be taken from natural lan-
guage, although “spoken” by an imaginary creature, an orc (see
Tolkien, J. R. R. The Lord of the Rings. London; Boston; Sydney:
George Allen & Unwin Ltd, 1978. P. 466; the digraph s/ is apparently
meant to be read as [5]).

It is true that languages are quite varied, and their phoneme
sequences are varied as well. In Georgian, for example, we find words
with consonant clusters quite similar to those we have just found fault
with, cf. crpli “straight’, cgrta ‘cubit, ell’, vizyvnob ‘I present (a gift)’,
gvevrtnis ‘he drills (us)’ [Cikobava 1967: 26] (cf. [Job 1977: 21-22;
42-43]). However, in connected text there are few such oddities.
Compare the beginning of the popular song Suliko:

saqvarlis saplavs vezebdi,

ver vnaxe, dakarguligo.

gulamoskvnili vtirodi:

“sada xar, cemo suliko? "

We see that only a few more unusual sequences occur in this
stanza: -skvn-, vn-, vi-.

§ 98. The artificial language samples examined above
(Pmhapm... , Ooauonbo... , Uodccrre...), except for the fifth, seemed
strange because they consist of combinations of letters or transcription
symbols obtained from random number tables. They indirectly but
vividly demonstrate that phoneme combinations in real languages are
constructed according to certain rules; they are always characterized
by a certain phonotactic structure (Gk. pwvy ‘sound’, tdrtw, tdoow
‘I arrange’). It is only this structure which allows us to establish

¥ ‘I sought my love’s grave; I could not find it. It has been lost. Breathless, I
wept: “Where are you, my Suliko?””’

In transliteration capital letters are not written, since there are none in the
usual Georgian alphabet. Glottalized consonants, which resemble /C/ + /?/-type
clusters, are written with a dot. The grapheme ¢ denotes a glottalized pharyngeal
[k]-type sound.
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syntagmatic phonemic relations and phoneme classes. For the “lan-
guages” in our examples, only a single phonotactic rule may be
formulated: any combination of phonemes is possible. In a phono-
tactic structure “defined” by such a rule we would not, of course, find
any syntagmatic classes, since all phonemes and all phoneme
combinations would be equivalent.

Viewed abstractly, such a free “system” might seem quite effec-
tive, perhaps even more effective than natural languages, which
“select” only a small number of the many theoretically possible
combinations. But such a selection is necessary precisely because
there are a large number of “theoretical” combinations which the
human speech organs cannot normally pronounce, and even more
which the human ear cannot perceive or recognize, especially under
more difficult conditions. On paper it is not difficult to write and
recognize words of an imaginary language such as *kstzs ‘children’ or
*nck ‘home’; if need be, one could also pronounce them or even hear
them, if an interlocutor is nearby. But no one would find such words
suitable for calling romping children in from the yard; they would
never hear a sentence *Ksts, pck!, however energetically and clearly
we might utter it.

Also important is the fact that speech in which all sorts of
random combinations of phonemes are possible would not have any
signal which would help distinguish, or at least suggest, larger
structural units: words, syllables, etc. Phoneme combinations are very
much dependent on those larger units, and are therefore fairly reliable
signals of their scope and boundaries (see, for example, [Trubetzkoy
1977: 255-257 et passim = Trubeckoj 1960: 317-319 et passim;
Matveeva 1966]). This facilitates and accelerates the analysis and
comprehension of a text; it allows us to understand it as a structure
consisting as it were of whole syllables, words, or even combinations
of these, rather than of distinct phonemes [Linell 1979: 50-51]. We
listen phoneme-by-phoneme only to words which we did not quite
hear or words which we do not know well; in general, we hear entire
words or even groups of words almost automatically.’

’ Some (for example, [Bluhme 1965: 218]) argue that phoneme-by-phoneme
speech is on the whole incomprehensible.
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b) BASIC SYNTAGMATIC CLASSES OF PHONEMES:
VOWELS AND CONSONANTS

§ 99. In every language we find two main classes of phonemes:
vowels and consonants.

§ 100. The class of vowels (abbreviated V, cf. Lat. vocalis
‘vowel”) consists of those phonemes which can by themselves per-
form the role of a syllable (see, for example, [Junker 1938; Trachterov
1956: 15; Kurytowicz 1960: 18ff., 212, 222 et passim = Kurilovi¢
1962: 24, 295, 308 et passim; Hammarstrom 1966: 31; Novak 1966;
Ungeheuer 1969: 28; O’Connor, Trim 1973: 251—252]).10

In standard Lithuanian (if we disregard foreign borrowings), the
class of vowels includes /i e au i- ¢ e a- o' uo u’/, for example i-mii
‘take-1SG.PRS’, e-sit ‘be-1SG.PRS’, a-kis ‘eye’, u-pé ‘river’, y-ra
‘be-3PRS’, é-miaii ‘1 took-1SG.PST’, é-Zios ‘boundaries’, g-sa ‘ear (of a
jug)’, o-pus ‘delicate, tender’, uo-la ‘rock’, @#-mus ‘quick-tempered’.
The phoneme /ie/ must also be assigned to this class, although word-
initially it is always covered by some consonant, at least a prothetic
[], for example, [j]iena ‘shaft’, [jlieskoti ‘seek-INF’.

Vowel phonemes are the nucleus, or core, of a syllable, since
they can form a syllable without further phonemes. If, for example, we
remove in succession the initial sounds of the forms kriimy ‘bush-
GEN.PL’, slopus ‘suffocating’, trakti ‘be rabid-INF’, retaining the
vowels, they will remain normal disyllabic words: krii-my ‘bush-
GEN.PL’ : rii-my ‘palace-GEN.PL’ : ii-my ‘quick-tempered-ACC.SG.M’,
slo-pus ‘suffocating’ : lo-piis ‘patch-ACC.PL’ : o-pus ‘delicate, tender’,
trak-ti ‘be rabid-INF’ : rak-ti ‘pick (at)-INF’ : ak-ti ‘go blind-INF’. If we
remove /u/, /o’/, /a’/, we would get sound combinations which are
impossible in Lithuanian: */krmu/, */slpus/, */trkti/.

§ 101. The class of consonants (abbreviated C, cf. Lat. con-
sonans ‘consonant’) consists of those phonemes which cannot form a

' Hjelmslev initially set up requirements for vowels which were too strict. He
maintained that only those phonemes should be considered vowels which can
function by themselves as separate words or even utterances (see, for example,
[Hjelmslev 1936: 52]). He later rejected this view (cf. [Hjelmslev 1963: 29 et
passim; Fischer-Jorgensen 1975: 137 and references]). Trubetzkoy remains on
the sidelines regarding this issue: as noted above (§ 14), he distinguished vowels
and consonants only according to their phonetic features [Trubetzkoy 1977: 82—
85 = Trubeckoj 1960: 102—-104].
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syllable without the support of a vowel, in other words, which may or
may not be in a syllable. In Lithuanian, these are the phonemes /k gt d
pbsz§zlrn.../ for example bal-zga-nas ‘whitish’, kdr-sta ‘hot’,
pd-za-das ‘promise’. These phonemes contrast with vowels as
peripheral parts of the syllable to the center, since they cannot form a
syllable.

It is true that in some languages [r 1 m n]-type sounds may play
the role of syllable nucleus, cf. Skt. yksas ‘bear’, vykas ‘wolf’, pitynam
‘father-GEN.PL’, Cz. krk ‘neck’, pln ‘full’, vrch ‘top’ [Trachterov
1956: 19], Yoruba rsin ‘sleep-3PL.PRS’, riwon mbo ‘return-3PL.PRS’.
The set (*], *7, *i, *m) of these sounds is also reconstructed for the
Indo-European proto-language (for example, [Brugmann, Delbriick
1897: 3921f., 451ff.; Meje 1938: 129-130; Semeren’i 1980: 60—62]).
In such cases, we can either distinguish an intermediate class of con-
sonants (sonorants), or treat syllabic [] r n m] as secondary variants of
the corresponding consonant phonemes, which only occasionally per-
form the role of vowels [Kurylowicz 1960: 217, fn. 22 = Kurilovi¢
1962: 301-302, fn. 22]. We will characterize vowels in such lan-
guages as phonemes which can only function as a syllable nucleus and
treat as consonants those phonemes which at least in many cases are
peripheral parts of the syllable, whose non-syllabic use is the basic
syntagmatic function (see § 162 for more on such systems).

§ 102. There are many languages in which an analysis of syn-
tagmatic relations allows us to distinguish essentially only vowel and
consonant classes. These are languages of so-called open syllable
structure.'!

The most typical examples are the Polynesian languages, whose
syllables are formed only by individual vowels or consonant-vowel
combinations. Their syllable structure is described by the formula (C)V
(the element in parentheses is not essential for the syllable), and words
or even entire utterances are only of the type (C)V(C)V...(C)V."?
Hence these languages (for example, Maori, Hawaiian, Tahitian) have

"' For a succinct typological survey of such languages, see [Cekman 1979:
127-129 and references].

"21n the flow of Lithuanian speech as well, CV-type syllables are the most
common: they form nearly 55% of a text (see [Karosiené, Girdenis 1994
(= Girdenis 2001: 116ff.)]; cf. also, for example, [Vinogradov 1976: 295;
Schane 1972: 208]).
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only the following syllables: a) V-type: Maori aroha ‘love’, iraamutu
‘nephew’, iwa ‘94’°, Ha. aloha ‘love’, amo ‘carry on the shoulders’,
ola ‘alive’, Ta. aha ‘what’, arii ‘chief’, ono ‘6’; b) CV-type: Maori
manawakino ‘uneasy’, ngahuru (ng = /y/) ‘10°, tamahine ‘daughter’,
werawera ‘be warm’, Ha. haneli ‘100°, hookamali?i (/?/ is a glottal
stop) ‘childlike’, keokeo ‘white’, Ta. faaite ‘make known-INF’,
hamaniraa ‘building’, tapiri ‘join together-INF’. On the other hand,
complex accumulations of vowels are possible: Maori aahea ‘when’,
aeaeaa ‘panting’, hooiho ‘horse’, maaua ‘we two’, taaone ‘town’, Ha.
haainu ‘hear’, oiaio ‘truth’, Ta. roroaroroa ‘long’ (cf. also the
Hawaiian volcano name Kilauea). Borrowings also conform to this syl-
lable and word structure: Maori aapotoro ‘apostle’ («— Eng. apostle),
kaanara ‘candle’ («— Eng. candle), karaka ‘clerk’ («— Eng. clerk),
pere ‘bell’ («—Eng. bell), puru ‘bull’ («—Eng. bull). In this regard,
Polynesian speakers are no different from the above-mentioned Afti-
can Yoruba speakers (see § 13, 101), whose syllables are also only of
the (C)V-type: a) akiko ‘rooster’, ewure ‘goat’, ibiti ‘where’, onibata
‘shoemaker’; b) buburi ‘bad’, korira ‘hate’, pdtdko ‘hoof’, pipo
‘much’; ¢) addgojo <150°, aibéru ‘courage’, eléérti ‘deceiver’. The only
difference is that an /m/, /n/ or /y/, pronounced with a high tone, can
occasionally function as a vowel: ‘return-3PL.PRS’, émi pkawe ‘I read’.
Thus within the class of Yoruba consonants there stands out a small
set of phonemes which can play a secondary vocalic role (cf. § 101).
Apparently the Polynesian languages can so easily get by with
such a rudimentary “organization” of phonemes because their phone-
mic inventory is exceedingly limited. Maori, for example, has only
fifteen phonemes (V'=/ieaou/, C=/hptk fw m n g r/), Tahitian
fourteen (V' =/ieaou/, C=/? hptfvmnr/), and Hawaiian only
thirteen (V' =/ieaou/, C=/2 h pk wmn 1/)."”® These are the most
impoverished of all known phonological systems. The further
removed languages are from this particular ideal, the greater the need
and the possibility for finer groupings of phonemes. Nevertheless, the
basic and most frequent syllable type, (C)V, and the most basic pho-
neme classes—consonants and vowels—are found in all languages.

" Some find only twelve phonemes in this system (they do not assign [?] to
their inventory, for example, [Serebrennikov 1983: 221]).
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¢) ISOMORPHISM

§ 103. A core and peripheral parts are found not only in syllables, but in
other complex linguistic units as well (see, for example, [El’mslev 1960b: 366 et
passim; Kurylowicz 1960: 16ff. = Kurilovi¢ 1962: 21ff.; Makaev 1961: 56 et
passim; Stepanov 1966: 95; Bulygina 1967: especially 86; Klimov 1967: 103
and references; Stepanov, Edel’'man 1976: 271, fn. 115; Lekomcev 1980: 174],
etc.; cf. [Murat 1964: 173—-175 and references]). If a language is characterized
by stress, then a stressed syllable is the core of the word and stressless syllables
are peripheral, since only a stressed syllable can be the expression of an inde-
pendent word (see § 226). Every word, treated from the standpoint of meaning,
consists of a core, formed by the root, and peripheral parts—various affixes,
since a word can in some cases be represented by a root alone (vakar ‘evening’),
while affixes can only occur together with a root. In every normal collocation of
words we find a core, the so-called basic member, and a peripheral part, the sec-
ondary member. The syntactic function of a collocation is determined only by its
core, or basic member: from a syntactic standpoint jauna mergdité ‘young girl” =
mergdité ‘girl’, labal jauna ‘very young’ = jauna ‘young’, graiidziai daindvo
‘sang sadly’ = daindvo ‘sang’, since the sentences Labai jauna mergdité
graiidziai daindvo ‘The very young girl sang sadly’, Jauna mergdite graiidziai
daindvo ‘The young girl sang sadly’, Mergdité graiidZiai daindvo ‘The girl sang
sadly’ and Mergdité daindvo ‘The girl sang’ all have the same structure. Finally,
an entire sentence has a core, the predicate, with regard to which the other parts
of the sentence are peripheral: a single-word sentence, independent of context
and situation, can only be formed by a predicate: A#sta ‘It is dawning’, Ljja ‘It
is raining’, Témsta ‘It is getting dark’.'"* The central position of the predicate is
also shown by the fact that it is almost always accompanied by symmetrically-
grouped noun phrases: Labai grazi mergyté nésasi pilkal raing kdte ‘The very
pretty girl is carrying a grey tabby cat’, DarbsStiems Zmonéms patiiika ir
nelefigvas darbas ‘Industrious people also like difficult work’. These facts show
that complex linguistic expressions and units of meaning are formed according
to the same principle; they are always characterized by great structural similar-
ity, so-called isomorphism (from the Greek iooc ‘equal’, uopgrj ‘shape, form’)."

4 See, for example, [Kurylowicz 1960: 18-19 = Kurilovi¢ 1962: 23-24];
more recent literature: [Stepanov, Edel’man 1976: 224; Fillmor 1981: 400]; for a
survey of verbocentric theories of the sentence, see [Chrakovskij 1983].

" The choice of the term is not quite felicitous, since we want to indicate not
the identity of structures, but only their similarity. Therefore, more appro-
priate here would be the term homomorphism [Klimov 1967: 86] or even simply
analogy [Bulygina 1967], but we do not expect that they can dislodge the
firmly established isomorphism. The fact that its linguistic meaning differs, for
example, from its mathematical meaning is not a decisive argument: reaction in
chemistry means something quite different than in politics or physiology.
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The contrast between core and periphery is one of the most salient mani-
festations of isomorphism, but it is by far not the only one (cf. § 68, 115, etc.).

The great value of isomorphism is that it allows experience gained in
phonological research to be transferred to research in grammar and other areas
of language [Stepanov 1966: 299]. The opposite direction is also possible, but
new undertakings usually begin in phonology; phonological systems are incom-
parably simpler than grammatical or semantic systems, and it is therefore easier
to perform on them various exploratory observations. This undoubtedly accounts
for the phonological orientation of the first structural research on language and
its great influence on structural and functional research in other areas of lan-
guage [Bulygina 1964: 104ff.; Vachek 1966: 76, 84].

d) SYNTAGMATIC CLASSES OF CONSONANTS

§ 104. As we have seen, every “normal” syllable always has a
single vowel forming its nucleus. In addition to a vowel, a syllable
may have a peripheral part consisting of one or more consonants.
Some languages tolerate only a minimal peripheral part of the syl-
lable, while in others various sorts of consonant clusters are possible.

§ 105. Even quite simple combinations of peripheral syllable
components make a syntagmatic classification of phonemes possible.
For example, the most complex syllables of standard Chinese (they
are also always morphemes) can be composed of four elements
(cf. [Mulder 1968: 223ff.]):'® a) a nucleus consisting of the vowels
[a e o ui...], b) a non-syllabic medial element [i i u] preceding the
vowel, c) a final element [i u n 1], sometimes [r], following the vowel,
and d) an initial element, which may consist of the consonants [b d g
pet kS tz tZ ts° t8° m n...], for example dian “electricity’, dico ‘hang-
INF’, duan ‘excerpt’, guan ‘view-INF’, gudng ‘wide’, pian ‘record’,
piao ‘float-INF’, tian ‘sweet’, tiao ‘jump-INF’, tudn ‘regiment’, etc.
Thus we distinguish the semi-vowel phonemes /i @i w/, which can only
directly precede or follow a vowel, the sonorants /r n 1/, which can

'® Here and elsewhere in Chinese examples, b, d, g represent the unaspirated
lenis plosives [b], [d], [g]. These sounds are most often pronounced almost like
Lithuanian [p], [t], [k], but may also have semi-voiced optional variants. Con-
trasting with them are the voiceless aspirates [p‘], [t*], [k*], written p, ¢, k; as in
English, the digraph ng represents a velar [n]. Cf.: bdi [bai] ‘white’ : pdi [pai]
‘row’, dao [dau] ‘road, principle’ : fao [t"au] ‘coupling, case’, gong [gon]
‘common’ : kong [k*on] ‘empty’. .
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occupy final position, and the consonants, which can directly precede
both a vowel and /i G w/.

Moreover, (1) /b p* m {/ are distinguished from other consonants
in that they can never precede a medial /u/. Affricates and fricatives
(2) are characterized by the fact that they can precede the so-called
“special” final /#/. This allows us to unite them into a common sub-
class contrasting with plosives, which never occur before final /4/.
There is even complementary distribution between the palatals /tZ t$°
$/ (transliterated j, ¢, x) and the dorsals /g k* x/ (written g, k, /), since
/tz t§* §/ are always followed by the medials /i ii/, before which /g k* x/
are not used. The consonants /d t* n I/ are possible in all positions
except second.

Hence all Chinese consonants can first be divided into those
which can precede a “special” final, and those which are not possible
in this position. We can denote the former with the symbol 2 and the
latter with ©@. The @-class further splits into these subclasses: a) P—
consonants which cannot precede a medial /u/, b) 7—consonants pre-
ceding all medials, ¢) C—consonants which can only precede /i i/,
d) K—consonants which cannot precede /i i/. Each syntagmatic class
thus established can also be characterized by the phonetic features
common to all its members. All P-class consonants are labial, 7-class
members are apical, C are palatal, and K are dorsal; the affricates and
fricatives (the 2-class) share the feature of turbulence [Klyckov
19841."

A still more exhaustive and accurate syntagmatic classification
of consonants is possible in phonological systems with freer word and
syllable structure, for example those of Greek, Latin, Old Indic, and
also Modern German, and, in part, Slavic, and various other lan-
guages. Such a phonological system is also characteristic of Lithu-
anian, and we can therefore use it as a typical example.'®

171t should be noted that even in Lithuanian and its dialects, the fricatives and
affricates form a single auditory class, opposed to plosives and sonorants (cf.
[Remenyté 1992: 159ff. and references]; for Polish data, see [Lobacz 1981: 108,
109, 118]).

'® The consonant combinations of standard Lithuanian are recorded in depth
in Pupkis’s dissertation [1966b], which also gives an overview of previous
studies on this topic. Very interesting is Toporova’s work [Toporova 1972]
(unfortunately with some factual and printing errors: cf. [Girdjanis 1977: 305—
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2. Syntagmatic (Functional) Classification of Phonemes § 106

§ 106. A Lithuanian syllable can have two consonant clusters: an
initial and a final (see [Kurylowicz 1960: 213 et passim = Kurilovi¢
1962: 296-297 et passim],"” cf. Eng. onset and coda [Hockett 1955:
52ff.]). For example, the word sprifigs [Sptif).ks] ‘choke-3FUT’ con-
sists of a syllable with nucleus /i/, consonant onset /spr/, and coda
/nks/.* If we denote the onset as C, and the coda as C,, then a syllable
of full structure is of the type C,VC,. The nucleus consists of a single
vowel; a syllable may have no peripheral clusters. For both C, and C,,
the number of elements in the cluster can vary from zero to several
consonants. Thus, a summary formula of syllable structure would be
(C,)V(C,); here, as elsewhere, optional elements are placed in paren-
theses. Even this formula is imperfect, however, since the onset and
coda consonant clusters are not quite equivalent. If we compare such
words as kiu-tas ‘fringe’ : ki-tas ‘greyhound’; pik-tas ‘angry’ :
pirk-tas ‘bought’, suk-tis ‘spin, rotate-INF’ : suiik-tis ‘00ze-INF’, veé-sti
‘lead-INF’ : ver-sti ‘throw down; translate-INF’, we see that stressed
syllables with an /I r m n/ coda necessarily have either acute or cir-
cumflex accent, just like syllables consisting of long vowels: [5-po
‘patch-GEN.SG’ : [6-po ‘patch-3PRS’, ritk-sta ‘smoke-3PRS’ : riig-sta
‘turn sour-3PRS’ (cf. § 241-244). Syllables consisting of short vowels
with no /I r m n/ coda have no pitch accent and indeed cannot have it.
Thus an /1 r m n/ coda radically changes the prosodic nature of a syl-
lable, making it equivalent to a syllable with a long-vowel nucleus.
Onsets do not have a corresponding effect on a syllable: dk-si ‘go blind-
2S8G.FUT’ : rak-si ‘pick (at)-2SG.FUT’ : trak-si ‘become rabid-2SG.FUT’ :
strak-si ‘skip, caper-3PRS’, ak-ti ‘go blind-INF’ : lak-ti ‘lap-INF’ : plak-ti

306 (= Girdenis 2000c: 384f.)]), in which primary data are grouped on the basis
of Harary and Paper’s original methods in mathematical statistics (see [Chérari,
Pejper 1964]). Consonant combinations are systematically treated in Strimai-
tiené’s dissertation [Strimajtene 1976], as well as in individual publications on
this topic (for example, [Strimaitiené 1974a; 1974b; 1979]; cf. also [Karosiené
1983]). On the consonant combinations of Lithuanian dialects and their syntag-
matic classification, see [Girdenis 1967b: 203227, 272-279; 1970a (= Girdenis
2000b: 194ff); 1971b: 30 (= Girdenis 2000b: 221); Lekomceva 1972: 119-121;
Sudnik 1975: 63-81, 116—120, 165—-169; Jasitinaité 1993: 93ff. and references].

1 Kurytowicz follows Saussure in using these terms (cf. [Saussure 1967: 79—
83 = Sossjur 1977: 88-97]), but gives them different meanings.

* For the sake of simplicity, we will ignore hardness or softness of conso-
nants here (and further).
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§ 106 II1. Phoneme Relations

‘flog-INF’; the first syllable in each of these examples is prosodically
the same. A coda, then, is much more closely connected with a
syllable nucleus than an onset is (cf. [Kurylowicz 1960: 18, 213 =
Kurilovi¢ 1962: 24, 296]); in metrical phonology the coda is com-
bined with the nucleus into a single unit (VC,), called the rhyme
([Hulst, Smith 1982: 38 et passim]; cf. Cz. zdklad ‘id.” [Palkova 1997:
153]). Therefore a syllable of expanded structure may be broken down
as follows (see figure 1; = = syllable):*!

X

9_
8

V C.

Figure 1. Syllable structure (general view)

With this analysis in mind, it would be best to describe syllable
structure with the modified formula ((C,))V(C,.), denoting with double
parentheses the most autonomous part of the syllable, least connected
with the nucleus and contrasting with the rhyme (VC,).

The fact that the coda plays a more important role in syllable
structure than the onset can be seen from rhymes in traditional poetry.
As we know, in the masculine rhymes of Maironis and other classics
of earlier Lithuanian poetry, stressed vowels, together with a follow-
ing consonant, always coincide, while consonants preceding the vowel
usually do not: pilis ‘castle’ : vis “still’, platjn ‘across’ : Zemjn ‘down’,

*! For similar diagrams see [Kurylowicz 1960: 214 = Kurilovi¢ 1962: 298].
Hockett’s analysis of syllable structure can be presented as follows (S: satellite,
N: nucleus, O: onset, P: peak, C: coda [Hockett 1955: 150-151]):

X

T —
=

o P C

As noted above (§ 106), the nucleus was later called the rhyme.
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2. Syntagmatic (Functional) Classification of Phonemes § 107, 108

Zmogails ‘person-GEN.SG’ : plataiis ‘wide-GEN.SG’, Sirdis ‘heart’ :
akis ‘eye’ (Traky pilis ‘Trakai Castle’), siniis ‘son’ : puikis “fine’,
Sakas ‘branch-ACC.PL’ : praras ‘lose-3FUT’ (Oi neverk, matuséle ‘Oh
do not cry, Mother’), laikiis ‘time-ACC.PL’ : bats ‘be-3FUT’, visas ‘all-
ACC.PL.F’ : diimas ‘thought-ACC.PL’ (Mano gimtiné ‘My native land’),
tesupras ‘only-understand-3FUT’ : dimas ‘thought-ACC.PL’, rytmetjs
‘morning’ : sutirpys ‘melt-3FUT’, ledais ‘ice-INS.PL’ : milZinais ‘giant-
INS.PL’, nemylés ‘not-love-3FUT’ : garbés ‘honor-GEN.SG’, naktiés
‘night-GEN.SG’ : nesviés ‘not-shine-3FUT’ (UZtrauksme naujg giesme
‘Let us strike up a new song’), dangaiis ‘sky-GEN.SG’ : malonaiis
‘pleasant-GEN.SG.M’, ZvaigZdés ‘star-GEN.SG’ : atspés ‘guess-3FUT’,
nusvis ‘brighten, begin to shine-3FUT’ : Sirdis ‘heart’ (Usmigo Zemé
‘The land has gone to sleep’), kasas ‘braid-ACC.PL’ : atras ‘find-
3FUT’, lankés ‘water meadow-GEN.SG’ : visadds ‘always’, Salis
‘country’ : Sirdis ‘heart’, piktits ‘angry-ACC.PLM’ : biis ‘be-3FUT’,
kapai ‘grave-NOM.PL’ : vaikai ‘child-NOM.PL’ (Kur béga Sesupé
‘Where the Sesupé flows”).

§ 107. Since onset clusters are more weakly connected to the
syllable nucleus than codas are, it is best to begin a syntagmatic
classification of consonants with these [Kurylowicz 1960: 215ff. =
Kurilovi¢ 1962: 299ft.].

In beginning an analysis, it is simplest to treat as onsets word-
initial clusters, since the beginning of a word is also the beginning of a
syllable. This helps avoid problems associated with the decomposition
of word-medial clusters into the coda of a preceding syllable and the
onset of a following syllable. Syllable boundaries almost never have
distinctive function (but cf. [Sommerfelt 1981]);** speakers are almost
never aware of these boundaries,” and therefore we can establish
them objectively only once we know the rules for the structure of con-
sonant clusters.

§ 108. Word-initially in Lithuanian there is either no consonant
at all, or there may be from one to three consonants. We can briefly

> These are interesting observations, but it should nevertheless be noted that
all of these “phonologically significant” syllable boundaries coincide with open
junctures.

» But cf. § 116, fn. 38, which gives examples showing that a “practical”
syllabification of words is possible. But in such cases the syllable boundaries are
most likely determined according to the “rules of the game.”
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§ 108 II1. Phoneme Relations

represent this generalization C, — Cs (on the formula, see [Chomsky,
Halle 1968: 61; Harms 1968: 63]).

Any consonant, without further restriction, can function as a
single-member onset, setting aside the fact that soft (C-type)
consonants are relatively rare before back vowels. As a result of this
freedom, single-member onsets provide little information for a
syntagmatic classification of consonants.**

In two-member onsets the consonants are not arranged ran-
domly, but in a certain strict order (for a more exhaustive list of com-
binations see [Pupkis 1966b; Strimajtene 1976]).

The following two-member onsets are in general usage: bj- (for
example bjaurus ‘ugly’), bl- (blusa ‘flea’), br- (brasta ‘ford’), dr-
(dratigas ‘friend’), dv- (dvelkti “blow-INF’), gl- (glaudiis ‘close,
tight’), gn- (gndibyti ‘pinch-INF’), gr- (griiodas ‘frozen mud’), gv-
(gvéra ‘become loose-3PRS’), ki- (kldusti ‘ask-INF’), kn- (kndisioti
‘root up-INF’), kr- (kriitiné ‘breast’), kv- (kvdpas ‘smell’), pj- (pjiivis
‘section’), pl- (plauti ‘wash-INF’), pr- (protas ‘intelligence’), sk-
(skara ‘shawl’), si- (sloga ‘head cold’), sm- (smagus ‘cheerful’), sn-
(sndpas ‘beak’), sp- (spdusti ‘press-INF’), sr- (srébti ‘spoon-INF’), st-
(staigus ‘sudden’), sv- (svoris ‘weight’), sl- (Sliota ‘broom’), Sm-
(Smaikstus “witty’), $n- (Snairtoti ‘squint-INF’), $p- (Spyga ‘fig (fam.)’),
$¢- (3ciiti® “abate (of wind)-INF’), §t- (Stai ‘here’), Sv- (Svariis ‘clean’),
tr- (trupinys ‘crumb’), tv- (tvdrtas ‘(cow) barn’), zI- (zliaiikti “stream,
gush-INF’), zm- (zmékti ‘grow stale (of bread)-INF’), zv- (zvimbti
‘buzz-INF’), zI- (Zlugtas ‘soaked wash’), zm- (Zmogiis ‘person’), zn-
(Znaibyti ‘pinch-INF’), Zv- (zvalus ‘cheerful’). Additionally, the fol-
lowing occur in dialectal words: §k- (Zem. Skafmalas “skarmalas”
‘rag’, Skuina “kuinas” ‘old nag’), zg- (Zem. zgedduti ‘miss-INF’); in
proper nouns: zb- (Zbdras), zd- (Zdanys, Zdoniskiai); in borrowings:
km- (kmpnai ‘caraway’), §r- (§rdtas “shot, pellet’).”®

* Except for the fact that they divide all consonants into hard and soft (see
§ 136 below).

» Cf. the derivative nu-sciiiti ‘abate (of wind)-INF’. This cluster was omitted
in all previous lists of consonant sequences (even [Girdenis 1981a: 76]; it was
first noted by Vladas Zulys.

% So-called internationalisms—borrowed words introduced through writing
tradition—do not belong to the basic (core) linguistic system, and should there-
fore not be considered in establishing phoneme classes (see, for example,
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2. Syntagmatic (Functional) Classification of Phonemes § 108

Certain members of these clusters can only precede a vowel: /j/
(bj-, pj-), V (bl-, gl-, ki-, pl-, sl-, §l-, zI-, ZI-), /m/ (km-**" sm-, §m-,
zm-, Zm-), /ln/ (gn-, kn-, sn-, Sn-, zn-), /t/ (br-, dr-, gr-, kr, pr-, sr-, sr-),
VI (dv-, gv-, kv-, sv-, §v-, tv-, zv-, Zv-).

Those consonants which can occur not just before vowels are
divided in turn into two classes. The first subclass consists of /s § z/,
which can occur only directly after a pause, in other words, only as the
first member of a consonant cluster: sk-, si-, sm-, sn-, sp-, sr-, st-, sv-,
Sk-*, $l-, Sm-, $n-, Sp-, §r-*, §t-, $v-, zb-*, zd-*, zg-*, zIl-, zm-, zv-, ZI-,
Zm-, zn-, Zv-). The other subclass includes /b d g k p t/, which can
occupy both first and second position: bj-, bl-, br- and zb-*; dr-, dv-
and zd-*; gl-, gn-, gr-, gv- and zg-*; ki-, km-*, kn-, kr-, kv- and sk-,
Sk-*; pj-, pl-, pr- and sp-, $p-; tr-, tv- and st-, $t-).

Hence all consonants, according to their position in two-member
onsets, must first be divided into two classes: 1) an R-class,™ consist-
ing of the consonants /j I m n r v/, which can only directly precede a
vowel, and 2) a C-class, consisting of /b d g k p s § t z z/, which can
appear not just before a vowel. In the C-class, two subclasses are dis-
tinguished: a) an S-subclass /s § z 7/, whose members can appear only
in word-initial position; and b) a T-subclass /b d g k p t/, whose mem-
bers can occupy both first and second position. Clusters composed of
members of the C-class are always of the type ST- (sk-, sp-, st-, $t-,
etc.). The situation with /&/ remains not quite clear for now, since in
the position [S—V] members of both the 7 and R-class are possible;
also problematic is /Z/, found only before consonants of the R-type,
where both 7- and S-type phonemes occur.

[Trubetzkoy 1977: 205-206 = Trubeckoj 1960: 254-256; Bluhme 1965: 220;
Sigurd 1968: 453; Padluzny 1969: 114; Malmberg 1971: 442—443; O’Connor,
Trim 1973: 243; Wurzel 1977: 180], etc.; cf. also § 168). Nor is the cluster vi-,
occurring in the name Viddas, considered a fact of Lithuanian, since the Lithu-
anianized form of this name is Lddas or Blddis (there are still more such proper
nouns of similar non-Lithuanian structure).

* The asterisk denotes clusters known only from borrowings, dialectal words,
or proper nouns.

*¥ Clusters are summarized with a capital letter denoting one of their more
typical members.
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§ 109 II1. Phoneme Relations

§ 109. Thus we obtain the following syntagmatic classification
of consonants (see figure 2; X is any consonant).”’

X
|
|
C
|
| |
S T R
/s/ p/ It/
/8/ 1t/ N
/z/ /k/ n/
/b/ /m/
/d/ /il
g/ v/

Figure 2. Syntagmatic classification of consonants

This classification is especially nicely reflected in three-member
onsets, which can only be of the STR--type: ski- (sklaidyti ‘turn pages-
INF’), skr- (skrabalas ‘wooden bell’), skv- (skvarbus ‘penetrating’),
spj- (spjduti ‘spit-INF’), spr- (spriisti ‘slip off-INF*), str- (strdzdas
‘thrush’), stv- (stvérti ‘snatch-INF*), spl-* (dial. splazdéti “flap, flutter-
INF’, splissna “plimksna” “feather’), skr-* (Zem. §krabé ‘old woman
(pej.)), Ski-* (Sklériai), Spr-* (Sprintas), §tr-* (Strimas), zdr-*
(Zdramys), zbr-* (borrowing zbrainuis ‘agile; armed, ready for war’),
zgr-* (borrowings zgrdbnas, zgrebnus ‘shapely’). These clusters
confirm Hjelmslev’s law [Hjelmslev 1936: 53] (cf. [Yasui 1962: 24;
Fischer-Jorgensen 1972: 573; 1975: 134 and references; Grinberg
1964: 41-42, 46-47]), according to which a cluster of three
consonants can exist only when the corresponding two-member
cluster also exists; in other words, the presence of an STR-type cluster
implies the presence of corresponding S7- and TR--clusters (STR o

¥ On the purely phonetic possibility of referring [j] and [v] to the same class
as [1 r m n] see, for example, [Fant 1964: 208-210]. In Lithuanian, this treatment
of [j v] is supported by their intrinsic duration, which is quite close to that of [1 r
m n] [Tankevi¢itté 1981: 118] and also by the tendency of “dysgraphic” chil-
dren to replace, for example, [r] by [j] or [v], or by other members of the R class
([r] is not replaced by S- or T-type sounds) [Gelumbauskaité 1968: 10].
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2. Syntagmatic (Functional) Classification of Phonemes § 110

(ST & TR)), cf. ski- : sk- and kl-, skr- : sk- and kr-, spj- : sp- and pj-,
and so forth.

The C-class also has a constant place in medial three-member
clusters: the second (internal) member of these clusters can only be of
the C-type: mokslas ‘science’, kremzlé ‘cartilage’, nevéksla ‘puny
creature’, pigzlys ‘ruffe’, tampris ‘elastic’, kambljs ‘butt end’, afitras
‘second’, gaiidras ‘stork’, Zirklés ‘scissors’, anglis ‘coal’. In addition,
only members of this class undergo so-called voicing assimilation, or,
in phonological terms, neutralization (see § 141ff.); a cluster of
C-class consonants (i.e., a cluster of the type SS, 77, ST, 7S) may only
be entirely voiced or voiceless: béga ‘run-3PRS’ : bé[k]ti ‘run-INF’,
sttka ‘twist-3PRS’ : su[gldavo ‘twist-3PST.FREQ’, véza ‘take (by vehi-
cle)-3PRS’ : ve[3]¢i “take (by vehicle)-INF’, etc. Members of the R-class
are indifferent to this assimilation; they neither devoice before voice-
less consonants nor trigger voicing in other consonants, although they
are naturally voiced: kamipas ‘corner’, pilti “pour-INF’, tdrpas ‘inter-
val’, Zénklas ‘sign’, where /l m n 1/ remain voiced, although they pre-
cede voiceless /k p t/; or kldusti ‘ask-INF’, kmynai ‘caraway’, knisti
‘nuzzle-INF’, pjauti ‘cut-INF’, traukti ‘pull-INF’, tvartas ‘(cow) barn’,
where /k p t/ remain voiceless, even though they precede voiced /j 1 m
n r v/. In no dialect of Lithuanian does one say *gldausti, *gmynai,
*onisti, *bjauti, *draukti, *dvdrtas. It is true that speakers of North
Zemaitic pronounce in some cases a voiceless [1], [m], [n], and espe-
cially [r], for example, NZem. tdyps “tdrpas” ‘interval’, kd.its “kdl-
tas” “chisel’, etc. [Girdenis 1967b: 249],%° but this is not true assimi-
lation, since voiceless [1], [r], etc., are only particular allophones of /1/,
/r/. Similar voiceless allophones of this type are regularly used in Ice-
landic: hjarta ['cart*a] ‘heart’, kampur ['k“amp‘yr] ‘beard, moustache’,
penta ['p‘ent‘a] ‘paint, draw’, stulka ['sdulk‘a] ‘girl’ (cf. also Ru. suxps
[v'ixr'] ‘whirlwind’, méma [m’'6tl] ‘broom-GEN.PL.” [Zinder 1979: 53];
on similar phenomena in Latvian see [Endzelins 1951: 27]).

§ 110. A more detailed analysis of clusters permits a finer decom-
position of the members of each subclass. For example, individual
members of the 7-class are characterized by these distributional
constraints:

3% The devoicing /j/ — [¢] / [p—] has long been noted in the pronunciation of
Aukstaitic speakers [Ekblom 1922: 19].
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1) only /p b/ never precede /v/,

2) only /t d/ never precede /I/ word-initially.

Hence the T-subclass of consonants can be classified as follows
(see figure 3).

—~—

2 /p b/

/k g/ jtd/

Figure 3. Classification of the T-subclass of consonants

Consonants of the R-class also split into certain syntagmatic
subclasses. For example, clearly distinguished from the all the rest are
/m n/, which are not found in three-members consonant clusters (if we
disregard the rare borrowing sknarus ‘stingy’) or after /p b/ or /t d/ in
two-member consonant clusters. If we treat non-syllabic [i u] as allo-
phones of /i u/ rather than /j v/, then we need to distinguish a separate
/j v/ subclass, which is not used in codas. In this case, we can break
down all consonants of the R-class as follows (figure 4).

R
|
I
|

2 /m n/

Nt/ i v/

Figure 4. Classification of the R-class of consonants

§ 111. It is best to begin analyzing the structure of coda clusters
with word-final position, since the end of the word is also the end of a
syllable, and most importantly, a final which raises no doubts
[Cekman 1979: 124ff.]).
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In many cases, final consonant clusters in standard Lithuanian
(and in those dialects which preserve final short vowels) can be con-
sidered mirror images of initial clusters (see [Kurytowicz 1960: 213 =
Kurilovi¢ 1962: 297]; for a deductive justification [Saumjan 1962:
172; Basbell 1977]).”' They preserve the same relations as in onsets,
only the phonemes are arranged in the diametrically opposite order:
instead of clusters of the STR(V)-type, we find (V)RTS, instead of
SR(V), (V)RS; instead of TR(V), (V)RT, and instead of ST(V), (V)TS:

1)STR(V) : (V)RTS™

skl-  :  -lks (vilks “drag, put on-3FUT")

skr- . -rks (verks ‘cry-3FUT’)

spr- . -rps (tarps ‘thrive-3FUT’)

spl- : -lps (tilps “fit-3FUT")

Skl-  :  -lks (telks “lie stagnant-3FUT’)

Skr- :  -rks (¢irks ‘chirp-3FUT’)

Spr- . -rps (Snirps ‘blow one’s nose-3FUT’)
2)SR(V) : (V)RS

sl- :o-ls (pabals “turn white-3FUT’)

sm-  :  -ms (visiems “all-DAT.PL.M”)

sn- :-ns (nuskiris “pick (off)-3FUT’)

sr- DTS (patars ‘advise-3FUT’)

§l- IS (mels ‘milk-3FUT’)

Sm-  : -ms$ (kims ‘stuff-3FUT’)

Sr- S 2 (vers ‘draw tight-3FUT”)

For historical reasons, we lack an equivalent here to sn- (cf.
grenis > gres ‘bore-3FUT’). If we treat [i u] as allophones of /j v/, we
can extend the list with the clusters sv- : -us (gaiis ‘get-3FUT’), §v- :
-us (Siaiis ‘ruftle-3FUT’).

3! This can be succinctly summarized as a “planetary” model (cf. [Basbell
1977: 144-145, figures 1-2]), in which the vowel (V) is at the center, and
around it, in ever more distant orbits, are R-, 7- and S-class consonants. Before a
vowel these “planets” are always arranged in S-7-R order, and after a vowel, in
R-T-S order.

32 Coda clusters can be justifiably considered “derivatives” of onset clusters,
since there are languages having only onset clusters (cf. Old Church Slavic and
also Old Russian before the fall of the reduced vowels), while there are no lan-
guages which would have only coda clusters.
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3)TR(V) : (V)RT
kl- -k (pilk ‘pour-2SG.IMP’)
kn- . -nk (augink ‘grow (tr.)-2SG.IMP’)
kr- o -rk (tark “utter-2SG.IMP’)
km-  : -mk (stumk ‘push-2SG.IMP”)
pr- R (tarp ‘between’)
tr- Do-rt (skirt “distinguish-SHORT-INF”)

If [i u] = /j v/, then we also have kv- : -uk (laiik ‘Get away!’),
pj- - -ip (taip ‘so; yes’), tv- : -ut (gdut ‘get-SHORT-INF’). Additionally,
there are several clusters here which are not possible in onsets: -m¢
(imt ‘take-SHORT-INF’), -nt (sént ‘grow old-SHORT-INE”).

4HSTV) = (IS
sk- © ks (toks ‘such a”)
sp- T -ps (tryps ‘trample-3FUT’)
St- Dot (pats)” ‘oneself’
Sp- : -ps (Smyps) ‘hiss-3FUT’
Sk- 1 -k§ (kvéks) ‘whimper-3FUT’

A number of final clusters corresponding to initial clusters can
be found in the dialects: NZem. 2/- : -If (mé.lz “mélzia” ‘milk-3PRS’),
br-: -rb (dérb “dirba” “work-3PRS’), pl- : -Ip (t&Ip “telpa” “fit-3PRS”),
SZem. zn- : -nz (gré.ii.z “gréZia” ‘bore-3PRS’), §n- : -ns (gré.ii.§ “grés”
‘bore-3FUT’), but we cannot rely here on these, since the rules for
word-final position in these dialects are completely different. For
example, the word-final clusters of North Zemaitic are not mirror
images of initial clusters, but rather variants of medial clusters (cf.
such clusters as -rkst(-), -rgzd(-), used in the words varkst “vargsta”
‘live in poverty-3PRS’, gorgzd “gurgzda” ‘squeak-3PRS’ and varksta.m
“vargstame” ‘live in poverty-1PL.PRS’, g0.rgzdo's “gurgzdgs” ‘squeak-
ing’), hence of a completely different structure than the coda clusters
of the standard language (cf. § 126).

§ 112. There can also be more complex coda clusters, since an
unmotivated /k/ or /t/ can sometimes be added to these. These are

33 An optional realization. The word is often pronounced with an affricate, but
(as a comparison with the interjection bac ‘bang!” would show) it does not seem
quite “pure,” so that phonologically it should nevertheless be considered a pho-
neme sequence.
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found, for example, in second-person singular imperatives and in
shortened infinitives and onomatopoeic interjections: 1) -nks : -nksk
(kveriksk ‘cough-2SG.PRS’) and -nkst (kveiikst ‘cough-SHORT-INF’),
-rks . -rksk (Cirksk ‘chirp-2SG.IMP’) and -rkst (Cirkst ‘chirp-SHORT-
INF), -rps : -rpsk (Snirpsk ‘blow one’s nose-2SG.IMP’) and -rpst
($nifpst ‘blow one’s nose-SHORT-INE’); 2) -Is : -Isk (melsk ‘pray-
28G.IMP’) and -Ist (bilst ‘bang!”), -ms : -msk (kririsk ‘nibble-2SG.IMP”)
and -mst (krimst ‘nibble-SHORT-INF’), -rs : -rsk (versk ‘bring down;
translate-2SG.IMP’) and -rst (verst ‘bring down; translate-SHORT-INF’),
-1$ 1 -Isk (mél[§]k ‘milk-28G.IMP’) and -/$t (mél[§]t ‘milk-SHORT-INF’),
-ms$ : -msk (kimsk ‘stuff-2SG.IMP”) and -mst (kimst ‘stuff-SHORT-INF’),
-r$ 1 -r$sk (uzmirsk ‘forget-2SG.IMP’) and -r$t (uzmirst ‘forget-SHORT-
INE”); 3) -lk : -kt (vilkt ‘drag, put on-SHORT-INF’), -nk : -nkt (lifikt
‘bend-SHORT-INF’), -rp : -rpk (verpk ‘spin (flax)-2SG.PRS’) and -rpt
(verpt ‘spin (flax)-SHORT-INF’); 4) -ks : -ksk (me[K]sk ‘knit-2SG.IMP”)
and -kst (meé[k]st ‘knit-SHORT-INF’), -k§ : -ksk (kvéksk ‘whimper-
28G.IMP’) and -kst (pitkst “pant-SHORT-INF’), -ps : -psk (snppsk ‘hiss-
2SG.IMP’) and -pst (Snypst ‘hiss-SHORT-INF’). Also undoubtedly here
are clusters such as -sk (vesk ‘take (by vehicle)-2SG.IMP’), -sk (nesk
‘carry-2SG.IMP), -pk (lipk ‘climb-2SG.IMP”), -pt (lipt ‘climb-SHORT-
INF’), -kt (Iékt ‘fly-SHORT-INF’), in which we have a normal single-
member coda extended by an unmotivated /k/ or /t/. Thus an exhaus-
tive formula for a coda cluster wouldbe V& (v (Rv Tv S)) & (F v
(k vv t)). The symbols “ &, ” “ v ” and “ vv ” are used here with their
usual meaning in logic. For example, R v T means that either the
combination RT can be used, or R alone, or T alone. The only combi-
nation not described by this formula is -#m, occurring in the preposi-
tion pirm ‘before’, but prepositions are not actually independent words,
but preposed morphemes (see, for example, [Svedova 1980: 907).

§ 113. As we see, in unextended coda clusters, the consonant
phoneme relations are the same as in onsets, only the direction of the
relations is different. Therefore, an analysis of coda clusters some-
times allows us to supplement and refine a syntagmatic classification
of consonants [Kurytowicz 1960: 218 = Kurilovi¢ 1962: 303]. For
example, we do not find /m n/ in three-member onsets, and therefore
doubts may arise as to whether they function in the same way as other
members of the R-class. The coda clusters -nks (liftks ‘bend-3FUT’),
-mps (temps ‘stretch-3FUT’), etc., leave no doubt; here /m n/ occupies
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the same position as /I r/ and therefore must be assigned to this class.
Coda clusters also remove doubts which may arise concerning the
clusters sk-*, §r-* and others, attested only in words which are not
quite reliable. The corresponding clusters -k§ (kvéks ‘whimper-3FUT’,
pitks ‘pant-3FUT’), -r§ (uzmirs ‘forget-3FUT’) are entirely normal
word-finally, and therefore conclusions reached on the basis of §k-*,
Sr-* etc., are fully reliable.

e) SYLLABLE STRUCTURE

§ 114. In analyzing the structure of consonantal onset and coda
clusters, we also examined the structure of the phonological syllable.

We can now give a more concrete shape to the abstract formula
((C)V(C,) presented at the beginning of the investigation:

(SVvTVvR)YV(VRVTvVSv(kvi)).

A syllable containing all elements except an unmotivated /k/ and
/t/ (for example sprifigs ‘choke-3FUT’) can now be represented in the
following diagram (figure 5).

L
T

S T T S
S p P i n k
Figure 5. Diagram of syllable structure (version I)

Taking prosodic phenomena into account (see § 241-244), we
might better represent syllables with R-type consonants in a word-
final coda as follows (figure 6).
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2
|
| |
C, Ve,
|
| |
C R VR C
S T 14 R T S
| | | | | |
S p P i n k s

Figure 6. Syllable structure (version II)

§ 115. Recalling the dichotomous tree diagrams (or dendrograms: Gk.
oévdpov ‘tree’, ypauuo ‘writing’) of sentence structure, we easily observe their
similarity to this syllable diagram. For example, the above sentence Labai grazi
mergyté nésasi pilkai raing kéte ‘The very pretty girl is carrying the grey tabby
cat’ breaks down into these immediate constituents (Ru. nenocpedcmeenno-
cocmasnaowue; see figure 7):

S
|
| |
NP ViP
| |
V NP
AP N AP N
ATI’V /ll ATiv 1|4
Labai grazi  mergyté  néSasi pilkai raing kate

Figure 7. Diagram of sentence structure

This sentence is directly composed of two word collocations (see, for
example, [Chomskij 1962: 432; Stepanov 1966: 66]): a noun phrase (NP; the
subject) and a verb phrase (VP; the predicate). The verb phrase (predicate)
consists of a verb (V) and a noun phrase (NP). Each noun phrase consists of a
noun (N) and an adjective (attributive) phrase (AP), and an adjective phrase
consists of an adjective (A) and an adverb (Adv) (modifier).
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As we see, this sentence diagram nearly coincides with the diagram of
syllable structure. The only difference is in the left-branching order of the con-
stituents in the right branch of the sentence diagram (beginning with NP), corre-
sponding to the syllable coda, which shows a right-branching constituent order.
It seems that we can even find in this sentence equivalents to the unmotivated
consonants of coda clusters. For example, we might consider as such equivalents
adverbial modifiers connected with an entire verb (predicate) phrase and form-
ing its “situational background” (cf. Vyrai pjaudavo Siéng paryciais ‘The men
would mow hay early in the morning’, where paryciais ‘early in the morning’ is
an adverbial modifier connected not just with the predicate pjdudavo “would
mow’, but with the entire phrase pjaudavo Siéng ‘would mow hay’). This shows
once again the high degree of isomorphism between the syllable, a unit of
expression, and the sentence, a unit of content (cf. § 103).>* One gets the impres-
sion that syllables and sentences are “built” according to the same plan.

f) SYLLABLE BOUNDARIES

§ 116. The study of syllable structure and phonotactic general-
izations would not be complete if we failed to treat medial consonant
clusters and establish the rules which allow such clusters to be ana-
lyzed unambiguously into the coda of a preceding syllable and the
onset of a following syllable, or, put more simply, to discover syllable
boundaries.”

Only in languages lacking consonant clusters are there no prob-
lems with syllable boundaries; the boundaries are always between a
vowel and a consonant. For example, the above-mentioned Maori
words (§ 102) manawakino “uneasy’, tamahine ‘daughter’, werawera
‘be warm’ can only be broken down as ma-na-wa-ki-no, ta-ma-hi-ne,
we-ra-we-ra; the above-mentioned Yoruba words ag-ki-ko ‘rooster’,
o-ni-ba-ta ‘shoemaker’, pii-po ‘many’ must be analyzed similarly.*®

**We cannot refrain from noting here that the isomorphism of the syl-
lable and sentence had already been grasped by Europe’s first syntactician,
Apollonius Dyscolus (see, for example, [Heinz 1978: 57-58]).

3 For a definition of phonological syllable, see [Gulakjan 1972: 365].

It is generally accepted that the syllable is the basic unit of pronunciation, but
the question of its phonetic nature and “physical” boundaries is still open (see,
for example, [Ladefoged 1975: 217-222; Zinder 1979: 251-256 and references;
Kasevi¢ 1981)).

36 On the other hand, unduly complex and varied consonant combinations,
whose structure is difficult to characterize with simple rules, so complicate the
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Syllable boundaries are also unproblematic when the syllable is also
an element of the content plane—a morpheme or a word (so-called
morphosyllables [Klyckov 1963: 4]); speakers intuitively perceive and
single out such syllables very well. A speaker of standard (“Manda-
rin”’) Chinese will break down the word jinguozhiiyihua ‘militarism’
into the syllables [tzitin-go-tzu-ii-hud] without hesitation, since he/she
knows each of these syllables as an independent word which cannot
be further analyzed (jin ‘army’, gud ‘state’, zhu ‘leadership’, yi ‘ser-
vice’, hua ‘quality’). In other cases, syllable boundaries can be
revealed only by a phonological analysis of medial clusters, since lan-
guage informants usually perceive these boundaries only in those rare
cases when they coincide with internal open junctures (see § 36). Pho-
netic features which would clearly signal the beginning or end of a
syllable have not been found thus far,”’ and it is difficult to believe
that such signals will ever be discovered [Pulgram 1970: 20], since
syllable boundaries do not have a distinctive function and therefore
most likely have no special signalling.38

problem of syllable boundaries that even preeminent phoneticians hesitate to
deal with the issue (cf. the skeptical view toward Russian syllable boundaries:
[Bondarko 1981: 51-52]).

37 See fn. 35. Nothing significant has been published on this in Lithuanian lin-
guistics (nevertheless, cf. [Ulvydas 1965: 122—-126; Mikalauskaité 1975: 71-75];
for critical remarks on studies of this type, see [Girdenis, Zulys 1973: 207
(= Girdenis 2000b: 376)]).

* But cf. the optimistic hopes of Malmberg [Mal’'mberg 1962: 378-381;
Malmberg 1971: 115ff.]. Unfortunately, the spectral features which he has
observed in fact signal open juncture, rather than syllable boundaries.

I might add here that Aldonas Pupkis and I once assumed (approximately
1962—1966) that Lithuanian non-final syllables were open (except, of course, for
those which are “covered” by a sonorant; cf. also [Maziulis 1965: 23 and 25]).
We were persuaded of this by the so-called “inside-out” language—a children’s
slang formed from normal language by adding to each syllable the same mean-
ingless syllable: in this “language” the medial consonant clusters (-77-, -S7-,
-TS-, -TSR-, -TST-, etc.) are transferred in their entirety to the following syllable,
for example verpiverktas = piktas ‘angry’, verldverksto = ldksto ‘run around-
3PRS’, veralverksnis = alksnis ‘alder (tree)’. But these facts most likely only
show that the children are giving preference to open syllables, and that this does
not depend on the properties of adult speech [Kasevi¢ 1981: 144] (for a some-
what different explanation, see [Girdenis 1967b: 279, fn. 2; 1982b: 93f., fn. 1
(= Girdenis 2000c: 396, fn. 1)]).
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§ 117. In resolving the question of syllable boundaries, a solu-
tion is suggested by the simplest and most complex consonant
sequences found word-medially between two vowels—so-called inter-
vocalic position. The simplest is surely a segment consisting of a
single consonant; the most complex medial sequence in non-
compound words in Lithuanian consists of four consonants: -lksn-
(alksnis “alder’), -rksn- (kirksnis ‘groin’), -rpst- (sifpsta ‘ripen-3PRS”).

§ 118. As already stated, a single intervocalic consonant forms a
syllable with the following vowel: a word of (C)VCV structure can
only be syllabified (C)V-CV, for example ba-tas ‘shoe’, ne-be-nu-si-
ra-Si-né-da-vo-me ‘We no longer used to subscribe’, va-ba-lii-kas
‘beetle (dim.)’. This is an intuitively easily grasped universal princi-
ple. It is true that we are accustomed to thinking that in English or
German, for example, a consonant following a short (lax) vowel must
belong to the same syllable as the vowel: Eng. belly, pretty, stocking,
Ger. besser ‘better’, immer ‘always’, wissen ‘know-INF’, syllabified as
['bel-1], ['prit-1], ['stok-1y], ['bes-o¥], ['im-0k¥], ['Vis-on]. Some linguists
assign the consonant to both syllables (for example, [Cacher 1969:
142]). This view is not without justification: in German, the final syl-
lable of a word cannot end in any short vowel except [2], and in Eng-
lish the only final vowels without secondary stress are [0 1]. Thus, it is
logical to assume that other syllables cannot end in short vowels
either. But these are only extremely rare exceptions which do not
undermine the general rule.”” On the purely phonetic (rather than
phonological) plane, this rule also works in part for Latvian, which in
certain cases (see § 74, fn. 53) “distributes” a voiceless consonant
between neighboring syllables (mati ['mat-t'] ‘hair’, upe [‘up-p°]
‘river’).*” In general in such cases, a consonant belongs to the syllable
of the following, rather than preceding, vowel. This is not difficult to
understand: as noted above (§ 102), the most universal model for the
syllable is CV; all languages of the world tend in this direction.

3 Moreover, these may just be exceptions created by theoreticians (cf.
[Strimaitiené 1979: 59—60]). It should be noted that phonostatistics in fact
support a “normal” syllabification of the above English words: ['pri-t1] (see
[O’Connor, Trim 1973: 258].

“ But as we already know, the geminates of such Latvian words are allo-
phones of the “simple” phonemes /t/, /p/, etc.; these phonemes, according to the
general rule, should belong to the following syllable: /ma-ti/, /u-pe/.
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§ 119. There are three types of medial four-consonant clusters in
Lithuanian: a) -R7ST-, for example: -lkst- (dlksta ‘be hungry-3PRS’),
-Ikst- (telksta ‘soak-3PRS’), -Ipst- (alpsta “faint-3PRS’), -mpst- (klimpsta
‘stick, sink (in)-3PRS’), -rkst- (¢irksty ‘chirp-3SBIV’), -rgzd- (gargzdas
‘pebbles’), -rpst- (dar[p]stis ‘industrious’); b) -RTSR-, for example:
-lksm- (dvelksmas ‘whiff, breath’), -lksn- (kulksnis ‘ankle’), -Iksv-
(balksvas “whitish”), -nksm- (lifiksmas ‘happy’), -nksn- (lifiksnis ‘case
(gram.)’), -nksl- (krenksljs ‘one who coughs a lot*), -nksn- (vinksna
‘elm’), -rgzl- (urgzlys ‘grumbler’), -rksm- (verksmas ‘crying’), -rksn-
(mirksnis ‘moment’), -rksl- (purkslys ‘hothead’), -rpsn- (tarpsnis
‘phase’); ¢) -RTS¢-, -RTS5-, for example: -Iksts- (valk[$]ciaii “put on-
1SG.PST”), -Ipsts- (gél[pS]ciu ‘save-1SG.PRS’), -nksts- (dnksciy “pod-
GEN.PL’), -rgZdé- (bergZdsifj ‘barren-GEN.PL’), -rksts- (kibirkscig
‘spark-GEN.PL’), -rpsts- (verp[$]ciy ‘pole for hops-GEN.PL’). There are
only two or three rare words which form exceptions: aistra ‘passion
(for)” (if [i] = /4/!), irstva ‘bear den’ (-RSTR-), Ziegzdra ‘gravel’
(-TSTR-).

If we exclude the exceptional words, a strict regularity is
revealed: for every four-member cluster there is a corresponding
-TST- or -TSR--type three-member cluster and an -S7-, -SR--type two-
member cluster, formed from the same consonants:

a) -RTST-: -TST- : -ST-

(a)-lkst-(a)
} : (ny)-kst-(a)
(li)-nkst-(a)

: (sla)-st-(ai)

(a)-Ipsi-(a)
} : (sla)-pst-(0)

(si)-rpst-(a)

b) -RTSR- : -TSR- : -SR-

(a)-lksn-(is)
} 1 (ré)-ksn-(ys)
(li)-nksn-(is)

: (kre)-sn-(as)

(ta)-rpsn-(is) : (tit)-psn-(is)
[dlksta ‘be hungry-3PRS’, lifiksta ‘bend-3PRS’, alpsta ‘faint-3PRS’, sirpsta ‘ripen-
3PRS’, nyksta ‘disappear-3PRS’, sldpsto ‘hide-3PRS’, sldstai ‘trap’; alksnis
‘alder’, lifiksnis ‘case (gram.)’, tarpsnis ‘interval’, réksnps ‘shouter’, tipsnis
‘curtsey’, krésnas ‘stocky’]
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§ 120. The same sort of relations also exist between other
sequences of a similar structure: a more complex sequence always
implies the existence of a corresponding simpler sequence. If we find
an -RTST- or -RTSR- sequence, we will also find a -7S7- or -TSR-; if
we find a -TST- or -TSR-, we will also find an -S7- or -SR-. We can
briefly describe these relations by the formula RT: Sk o TSk > Sh. As
elsewhere, “ > > here denotes a material implication:*'

RTSE > TSk > S»

The two final symbols of the derived formula, Sk = ST and SR,
coincide with the formulas for corresponding two-member word-
initial S7-, SR--clusters; many actual clusters also coincide: mirksta
‘soak-3SG.prs’ : ldksto ‘run around-3PRS’ : sldstai ‘trap’ and statis
‘steep’, alksnis ‘alder’ : réksnys ‘shouter’ : pusnis ‘snow drift’ and
sndpas ‘beak’. If we use x to represent the clusters -S7-, -SR-, or
individual consonants of the type -S-, -7-, we can summarize this
generalization as RTx > Tx o x: (mu)-rks-(0) ‘doze-3PRS’ / (ri)-fiks-(i)
‘gather-2SG.FUT’ : (stil)-ks-(0) ‘stick out-3PRS’ : (vi)-s-(as) ‘all’,
(vi)-lkt-(y) “drag-3SBIV’ / (pe)-iikt-(as) “fifth’ : (pi)-kt-(as) ‘angry’ :
(ra@)-t-(as) ‘wheel’. Thus in word-medial sequences, -ST--type clusters
are equivalent to -SR--clusters, and these are equivalent to the
individual consonants -S-, -7- (i.e., -ST- = -SR- = -§- = -T-). Since
individual medial consonants are unquestionably syllable onsets (see
§ 118), and since word-initial sequences are syllable-initial sequences
(see § 107), clusters equivalent to individual consonants must also be
considered syllable onsets. Therefore, the -S7, -SR portion of medial
sequences is undoubtedly syllable-initial—an onset cluster of the
following (in this case second) syllable (cf. [Kurytowicz 1960: 196 =
Kurilovi¢ 1962: 272; Pulgram 1970: 47]). Thus, the above-mentioned
words should be syllabified dlk-sta ‘be hungry-3pRS’, telk-ita ‘soak-
3PRS’, al}a—sta ‘faint-3PRS’, aiik-Stis ‘height’ (-RT-ST-, cf. statiis ‘steep’,
Stai ‘here’), alk-snis “alder’, balk-svas “whitish’, ciurk-s1é ‘stream, jet’
(-RT-SR-, cf.: sndpas ‘beak’, Svarus ‘clean’, sliota ‘broom’). We must
also assign to a following syllable -S7- and -SR--clusters belonging to
two- and three-member consonant sequences: ujk-sta ‘disappear-

! On the significance of material implication for the study of language, see
for example, [Zawadowski 1966: 791t.].
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3PRS’, sldp-sto ‘hide-3PRS’, rék-snjs ‘shouter’, tijp-snis ‘curtsey’,
sld-stai ‘trap’, rd-stas ‘writing’, kré-snas ‘stocky’, pi-slé ‘bladder’,
etc. In all four- and three-member sequences, the syllable boundary
runs between 7- and -S-type consonants, and so, to be consistent, we
must also place the boundary here in sequences containing an affti-
cate [t§], [dZ]. We will therefore syllabify the words dnksciy ‘pod-
GEN.PL’, kibirksciy ‘spark-GEN.PL’, verp[§]¢iy ‘pole for hops-GEN.PL’,
as well as nykscial ‘thumb-NOM.PL’, ndsciai “yoke-NOM.PL’: dnk-3$ciy,
ki-birk-s¢iij, verp-[8]ciy, nyk-§ciat, nd-§ciai (cf. $ciiiti “abate (of wind)-
INF’, Sciiriai *).

After these operations, the affricates /&/, /3/ (see § 109) find their
place in the system of consonants: in medial onset clusters, they
behave as T-type consonants (/t d/, etc.) and therefore unquestionably
belong to this subclass. This conclusion is also supported by the mor-
phological alternation of /&/, /3/ and the clear T-type consonants /t d/
in cases such as nykstjs ‘thumb-NOM.SG’ : nyksciai ‘thumb-NOM.PL’.
We can therefore now confirm that marginal words such as ¢mikis ‘a
strike (of a whip)’, d2vikti ‘stick together-INF’ and the onomatopoeic
interjections cvankt ‘crack!’, dzvakt ‘bang!’ also begin with sequences
of normal (TR-type) structure.**

§ 121. The same logic which allowed us to assign -S7-, -SR--
type clusters to an onset requires us in all cases to assign to a coda
-RT--clusters which precede 7-type sounds and post-vocalic -7- (i.e.,
/k p t/ or /b d g/) of medial sequences. On this basis, we can syllabify
medial three-member sequences such as -R77-, -RTS- as follows:
vilk-ti “drag-INF’, Zefig-da-mas ‘striding’ (-RT-T-), murk-so ‘doze-
3PRS’, varg-Sas ‘poor fellow’” (-RT-S-), also merk-Ciau ‘soak-
1SG.SBIV’, pra-vir[g]-dfiau ‘make cry-1SG.PST’ (-RT-¢- = -RT-T-).
We will syllabify -77--type medial sequences in the same way:
rak-tas ‘key’, slap-ta ‘secretly’, dyg-da-vo ‘sprout-3PST.FREQ’ (-7-7-),
lop-5ys ‘cradle’, uok-sas ‘hollow (of a tree)’ (-7-S-), mig-dziaii ‘lull to
sleep-1SG.PST’, sik-cius ‘cheat’ (-T-¢- = -T-T-). -RT-, -RS- and -RR-
type clusters are syllabified no differently: bal-dai ‘furniture’, var-das
‘name’ (-R-T-), gar-sas ‘sound’, skal-sus ‘long-lasting; nourishing’
(-R-S-), bur-na ‘mouth’, kél-mas ‘stump’ (-R-R-). The syllable boundary

> And, in general, Lithuanian interjections are words of regular phonotactic
structure (see, for example, [Zabarskaité 1994: 82 et passim]).

137



§ 122,123 II1. Phoneme Relations

of the latter examples is also intuitively clear, since vowels form a
close unit with the coda consonants /1 m n r/: mixed diphthongs.

-ST-, -SR--clusters can also undoubtedly be singled out in
-RSk--type sequences, since they are formed with the undisputed coda
consonants -R- and the onset clusters -S7-, -SR-: pir-stas ‘finger’,
tém-sta ‘gets dark’ (-R-ST-), pir-slys ‘matchmaker’, bil-sno-ti ‘tap-
INF> (-R-SR-) (cf. also: kar-§ciaii ‘hotter’ [-R-S¢- =~ -R-ST-]).

§ 122. Let us now review in one place all cases in which syllable
boundaries no longer raise any doubts:

-RT-Sk- (CiFk-§ti ‘chirp-INF’,  -RT-3- (pifk-siu ‘buy-1SG.FUT’,
Cirk-slys ‘cry-baby”) pirk-ti ‘buy-INF’)

-T-Sk-  (rak-stis “splinter’, T3~ (ppk-siu ‘get angry-1SG.FUT’,
ne-vék-sla ‘muddler’) rak-tas ‘key’)

-R-Sk-  (pir-stas ‘finger’, -R->~  (bdr-siu ‘scold-1SG.FUT’,
pir-slys ‘matchmaker’) bur-tai ‘sorcery’)

-0-Sk-  (rd-Stas “writing’, -0-3-  (ba-sas ‘barefoot’,
na-slé ‘widow’) rd-tas ‘wheel’).

Also belonging here are -R-R-, -0-R- (kal-nas ‘hill’, ba-ras ‘strip
[of land]; bar’), which did not fall into our basic scheme.

We have seen that the coda portion of a medial sequence varies
from zero (#) to two consonants (-R7-), i.e., C; = C?; it does not con-
tain an S-type consonant. The smallest onset consists of a single con-
sonant of any type (-S-, -7-, or -R-) and the largest consists of two
consonants (-S7- or -SR-), i.e., C,= C?. Thus, an onset in this case is
dominant with respect to a coda, since there are no medial sequences
which would lack an onset, and there are a great many sequences
which have onsets only. Indeed, a single intervocalic consonant, in all
cases without exception, belongs to a syllable onset rather than a coda
(see [Kurylowicz 1960: 195 = Kurilovi¢ 1962: 270]). All of this shows
that syllable boundaries are determined by onsets [Pulgram 1970: 47—
51], i.e., the part of a syllable which coincides in its structure with
word-initial sequences.43

§ 123. We can now formulate the main conclusion: a syllable
boundary occurs at the beginning of the largest part of a medial
sequence whose structure coincides with a corresponding word-initial

* This generalization had already been discovered by ancient philologists
[Allen 1973: 54].
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cluster (cf. [Pulgram 1970: 47ff.; Kurytowicz 1960: 196ff. = Kurilovic¢
1962: 272f£.]).%

Returning to the examples examined above, we can easily be
persuaded that they all support this conclusion: dlk-sta ‘be hungry-
3PRS’, tilp-snis ‘curtsey’, pii-sié ‘bubble’, vilk-ti ‘drag, put on-INF’ and
the other adduced words are all broken down according to the same
rule, that is, assigning to the second syllable the maximal sequence of
medial consonants possible at the beginning of a word. Following this
rule, we can also syllabify words of a somewhat different structure:
de-sra ‘sausage’, pii-zras ‘piece of rotten wood’ (V-SRV), gu-driis
‘clever’, vé-pla ‘gaper, gawk’, pu-tlis ‘plump’ (V-TRV), la-zda
‘stick’, i-Zdas ‘treasury’ (V-STV), kréb-Zda ‘scratch (of a mouse)-
3PRS’, meg-zdamas ‘while knitting” (VT-STV'), and finally a-$trus
‘sharp’, Zi-zdras ‘coarse sand, gravel’ (V-STRV), ai-stra ‘passion
(for)’, Zai-zdras™ ‘furnace’, ir-Stva ‘bear den’ (VR-STRYV), Zieg-Zdra
‘coarse sand, gravel’ (VT-STRV), garg-zdas ‘gravel’ (VRT-STV). In
syllabifying in this way, we have everywhere assigned to the second
syllable a medial sequence or that portion of the sequence which
structurally coincides with word-initial sequences. All SR-, TR-, ST-
and STR--type sequences are normal syllable onset clusters, although
the actual clusters zr-, $r-, tl-, Zd-, stv-, Zdr- do not appear at the
beginning of a word (at least in non-borrowed words).

An analysis of the words i-Zdas, kréb-Zda, Zieg-Zdra and espe-
cially garg-Zdas definitively indicates the syntagmatic class of the
phoneme /Z/ (see § 108): this phoneme occupies the same position as

# Kurylowicz believed that in establishing syllable boundaries we need to con-
sider not just onset groups, but also coda groups [Kurylowicz 1960: 196-199 =
Kurilovi¢ 1962: 272-275]. He therefore maintained that it was possible for
the same consonant to belong to both a preceding and a following syllable
(for example, a syllabification such as *klimps-sta ‘stick, sink (in)-3PRS’,
*var|k]s-Sas ‘poor fellow’, etc.). Without going into finer details, it seems
sufficient to say here that this view is inconsistent in at least two regards. First, it
seemingly disregards the especially close connection between a syllable’s
nucleus and its coda. Second, this view contradicts the obvious fact that a single-
member medial (a single intervocalic consonant) is always the onset of the
following (“rightward”) syllable: according to Kurylowicz’s theory, it would
have to be considered a component of both a preceding and a following syllable
(for example, *mét-tas ‘year’, *pas-sil-lik-kom-me “We remained’.

# Of course, if we agree that [ai] = /a/ + /j/.
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§ 124 II1. Phoneme Relations

/s z §/, and thus belongs to their class (i.e., the S class). This is also
confirmed by the words eg-zZ[js ‘ruffe’, pig-Zlys ‘id.”, whose medial
sequence can only be treated as VT-SRV (cf. Zlibas ‘weak-sighted’);
there are no V'T-TRV-type sequences in Lithuanian words.

That syllable boundaries established in this way are an intui-
tively perceived reality is shown by the history of the Lithuanian
writing system: in the oldest written texts and even in the works of
Jablonskis, words are almost always carried forward from line to line
according to the rule formulated here (see, for example, [Girdenis
1985 (= Girdenis 2000c: 3001f.); 1990 (= Girdenis 2001: 368ff.)]).

§ 124. This conclusion, o—more precisely, rule—is most likely univer-
sal: it allows us to establish syllable boundaries for all known languages (cf.
[Pulgram 1970: 50]).*° These boundaries undoubtedly appear quite varied, since
initial consonant sequences are varied. In Russian, for example, the syllable
boundary of the words noemu ‘(finger)nails’, eonvusiii ‘free’, mopoicu ‘walruses’
may directly follow the first vowel ([nd-kt'i], [vd-I'mai], [ma-rze1]), since
the sequences /kt-/, /I'n-/, /tz-/ occur word-initially: xmo ‘who’, rena ‘linen-
GEN.SG’, porcu ‘rye-GEN.SG’ [Svedova 1980: 23].* Lithuanian lacks such initial
sequences, and therefore Lith. ndktj ‘night-ACC.SG’ balnas ‘saddle-NOM.SG’,
varzjs ‘limit, restrict-3FUT’ can only be syllabified ndk-tj, bal-nas, var-2s. In
syllabifying Hungarian words, only the final consonant of a medial cluster can
be separated out, for example vizsga ['Viz-g&] ‘examination’, magunktol
['mé-gupk-to:1] ‘from ourselves’, fiszteljétek ['tis-tel-je:-tek] ‘honor-2PL.IMP’,
versben ['ver$-ben] ‘in a poem’, since words in this language begin with only a
single consonant: bdtor ‘bold’, kérek ‘please’, segitség ‘help’, tizenkettd
‘twelve’, voros ‘red’, etc. The same is true of Veps: t'eh-ta ‘do-INF’, ['dht-ta
‘leave-INF’, aap-sed ‘children’, p'dstk-hud ‘swallow (bird)’ (cf. also the
borrowings borkad, rist, nout < Ru. coopra ‘assembling’, kpecm ‘cross’, niom
‘raft’). This rule functions (or rather once functioned) in Finnish as well, and

 See also [Girdenis 1967b: 278-279], where this rule is formulated quite
independently (cf. [Strimajtene 1976: 13]), based on an analysis of medial
sequences. -RTSR- and -RTST- clusters, which imply the existence of correspond-
ing -SR- and -S7- clusters, are most easily divided into two immediate constitu-
ents: an -RT coda (a mirror image of an initial 7R-) and an S7- or SR- onset; it is
natural to consider the syllable boundary as the place where these constituents
come together. Other statements are simply a summary of this finding.

It should be noted that we have been able to detect such a “transparent” struc-
ture for medial sequences only in the Baltic languages.

7 Unfortunately, Russian linguists have never satisfactorily established or
justified the true boundaries of the Russian phonological syllable (cf. § 116,
fn. 36 and references).
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2. Syntagmatic (Functional) Classification of Phonemes § 125

therefore borrowings from Baltic lost their initial clusters: compare Fi. lahto
‘snare’, rastas ‘thrush’, rieska ‘fresh, not soured (of milk)’, routa ‘frozen mud’,
seiviis ‘stake, picket’ and Lith. sldstai ‘trap’, strdzdas ‘thrush’, préskas ‘fresh
(milk)’, gruodas ‘frozen mud’, stiebas ‘mast; stem, stalk’. Arabic, which also
lacks initial clusters, usually adds a vowel to the initial cluster of a borrowed
word: ’aflatinu ‘Plato’, ’ifrangu ‘the Franks’ (cf. 'ig-lis ‘sit!’, mad-ra-sa-tu-ka
‘your school’).*® In all these cases, a syllable boundary is established according
to the same rule: we separate out the part of an onset which is possible at the
beginning of a word. Lastly, we can also use this rule to interpret the syllable
boundaries of the Polynesian languages, Yoruba, and Japanese. In these
languages, an intervocalic consonant is always assigned to the following
syllable, since it forms the maximal onset of an initial syllable. For the same
reason, in Lithuanian we also assign a single intervocalic consonant to the
following syllable: ra-tas ‘wheel’, va-ba-las ‘beetle’, etc. In these words, the
consonant is the largest part of the medial “cluster” which is possible word-
initially. Here, of course, the results of the rule in question are quite banal.

g) TYPOLOGICAL REMARKS

§ 125. As this survey has shown, all Lithuanian consonant
sequences are derived from STR--type onset clusters and their
“reduced” variants SR-, TR-, ST-. On the basis of these clusters, we
have established syntagmatic classes of phonemes, elucidated the
structure of coda (final) sequences, and determined the boundaries of
phonological syllables.

The great explanatory power of word-initial sequences inevita-
bly suggests that their structure can hardly be characteristic only of
Lithuanian. This suspicion is reinforced by the fact that general pho-
netics usually operates with basic classes of consonants quite similar
to those revealed by our syntagmatic analysis. It is quite possible that
phoneticians have unconsciously (as we say, implicite) singled out
those classes of sounds which better accord with the phonotactic gen-
eralizations characteristic of many of the languages which they
know.* Be that as it may, the distinguishing of vowels and consonants

* Unusual clusters in borrowings are similarly avoided in Lithuanian dialects:
apsdlmé or pasdlmé ‘psalm’ (cf. also NZem. sd.Im®), atkécius ‘weaver’ (« Pol.
tkacz or Bel. mkau) [Zinkevi¢ius 1966: 135].

* In precisely the same way, the parts of speech have been distinguished from
earliest times according to the syntagmatic functions of words and their forms.
Even the order of cases in paradigms (nominative, genitive, dative, ...) can be
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§ 126 II1. Phoneme Relations

has from ancient times been based on the different syntagmatic func-
tions of these sounds. It is no accident that the ancient Greeks called
vowels pwvievra ‘those which sound’, and consonants ovupwvo
‘sounding together’; the latter were so-called because in syllables they
can “sound” only when accompanied by vowels (cf. [Heinz 1978:
46]). From these words there later arose Latin terms with the same
syntagmatic meaning vocales and consonantes, and likewise the
Lithuanian balsiai ‘vowels’ and priebalsiai ‘consonants’ (cf. also
Latv. patskani and lidzskani, Ru. enacueie and coenacnuie, Pol. samo-
gloski and spoigloski, Ger. Selbstlaute and Mitlaute).

§ 126. The facts of the other Baltic languages fully confirm our
conjecture. Word-initial consonant clusters in Latvian and Old Prus-
sian are only of the type SR-, TR-, ST- and STR-; only a few unas-
similated borrowings form exceptions.

In Latvian we have the following initial consonant clusters (see,
for example, [Riike-Dravina 1970] and in part [Sulce 1993]):

SR-: sleja ‘strip’, smakt ‘choke-INF’, sniegs ‘snow’, svess ‘for-
eign’, Slakatas ‘spray’, Smaukt ‘deceive-INF’, Spukurét ‘sniff-INF’,
Svaiiksts ‘fop’, znots [znudts] ‘son-in-law’, zveja ‘fishing’, zZlakstét
‘squelch-INF’, Znaiigt ‘strangle-INF’, Zvadzét ‘clink, jingle-INF’;

TR-: blakus ‘alongside’, blaiirs ‘nasty’, braddt ‘wade-INF’,
drava ‘apiary’, dvaka ‘stench’, glezna ‘picture’, g/évs ‘flabby, feeble’,
gnida ‘nit’, griba ‘desire; will’, gvefzis ‘chatterbox’, kluss ‘silent’,
klava ‘maple’, knipis “fillip’, knada ‘din’, krava ‘load’, kvéls ‘ardent’,
plakne ‘plane’, plava ‘meadow’, prast ‘know-INF’, traks ‘insane’,
tvans ‘(charcoal) fumes’;

ST-: skudra ‘ant’, spals ‘handle, haft’, stara ‘leg (of trousers)’,
Skila ‘log’, spiks ‘(dial.) detective’;

STR-: sklafida ‘pole’, skreja ‘entrance of a beehive’, sp/aiit ‘spit-
INF’, spraiist ‘stick into-INF’, strikts strict’.

The Old Prussian texts show these initial clusters:

explained by the neutral word order of a sentence in Ancient Greek (see, for
example, [Heinz 1978: 48]).

**Most of the examples are taken from the Elbing Vocabulary [MaZiulis
1966]; morphological interpretation and translations according to [Toporov
1975-1990; Maziulis 1981: 255-329]. For an exhaustive survey of Old Prussian
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SR-: smorde /smarde/ ‘bird-cherry’, snaygis /snaigis/ ‘snow’,
swais /svajs/ ‘one’s own’, smoy /zmoj/ ‘person’, swirins /zvirins/ ‘wild
animal-ACC.PL’;

TR-: blusne /bluzng/ ‘spleen’, braydis /braidis/ ‘elk’, driktai
“firmly’, dwigubit ‘doubt-INF’, glands ‘comfort’, gnode /gnate/ (?)
‘kneading bowl’, granstis ‘drill’, klente /klente/ ‘cow’, kraclan ‘breast’,
piuclan /pjuklan/ ‘sickle’, plieynis /plénis/ ‘powdery ash’, prisiskai
‘in Old Prussian’, quaits /kvaits/ ‘will’, Tlokowe, Tlokumpelk (place
names [Endzelin 1944: 55)), trinie ‘threaten-3PRS’, twais ‘your’;

ST-: skijstan /sk‘istan/ ‘chaste-ACC.SG.F’, spurglis ‘sparrow’,
stabis ‘stone’;

STR-: sklaitint ‘separate, sever-INF’, scrundos /skrundus/ ‘scis-
sors’, streipstan ‘joint’.

In neither Latvian nor Old Prussian is there a single sequence
whose structural type would not also be found in Lithuanian; only a
few actual sequences differ. For example, Old Prussian had the cluster
tl-, not used word-initially in Lithuanian. Latvian lacks word-initial
pj-» bj-, spj-, sr-, etc. But these individual small points do not under-
mine the general principle: word-initial sequences in all Baltic lan-
guages have the same structure. The syntagmatic classes of conso-
nants and their main members also coincide. Latvian and Old Prussian
medial sequences are also similar to Lithuanian, although one is struck
by the rather unexpectedly high frequency of -5STR--type sequences
in Old Prussian words. Word-final sequences in these languages may
be considered “derivatives” of the medial clusters (as in the Zemaitic
dialect; see § 111).

§ 127. Among other more archaic Indo-European languages,
Latin is better known to us. Its word-initial clusters are also similar to
those of Lithuanian; the only difference is that the Romans did not
have onset clusters of the SR--type:

TR-: blandus ‘pleasant’, brevis ‘short’, gladius ‘sword’, gravis
‘heavy’, draco ‘dragon’, clavis ‘key’, cras ‘tomorrow’, planus ‘flat’,
praeda ‘booty’, traho ‘1 pull’;

ST-: scalae ‘stairs’, spero ‘hope-1SG.PRS’, stella ‘star’;

STR-: scrinium ‘chest, box’, splendidus ‘shining, splendid’,
stratum ‘bedspread, layer’.

A peculiar exception are the fI- (flamma ‘flame’) and fi- (frons
‘forehead’) clusters, which should represent the 7R--type, but begin
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with a fricative. Here the syntagmatic properties do not quite agree
with the phonetic features of this consonant. This is undoubtedly
because the farose from a plosive (Lat. /< PIE *dh, *bh, *g"h > Lith.
d, b, g [Tronskij 1960: 28]). Apparently the syntagmatic properties of
phonemes are more conservative than the phonetic ones.”

It is interesting that Italian, which arose from Latin, now also has
SR--type sequences (see, for example, [Muljaci¢ 1972: 94-96]):

SR-: slancio [zI-] ‘dash’, smalto [zm-] ‘enamel’, sninfia [zn-]
‘affected person’, svelto [zv-] ‘brisk’, sregolato [zr-] ‘disorderly’;

TR-: bianco [bj-] ‘white’, chiave [kj-] ‘key’, ghianda [gj-]
‘acorn’, piovra ['pjovra] ‘octopus’, clamoroso ‘noisy’, crepitare
‘crackle-INF’, drappello ‘flag’, grazie ‘thank you’, presto ‘quick,
quickly’, troncare ‘break off-INF’;

ST-: scala ‘stairs’, spalla ‘shoulder’, stampa ‘the press’, shadiglio
[zb-] ‘yawn’, sgallare [zg-] ‘swell-INF’;

STR-: sclamare ‘cry out-INF’, scrifta ‘a written notice’, splén-
dido ‘shining, splendid’, sprillo ‘stream’, strada ‘road’, sbracione
[zbr-] ‘shouter’, sdruccioloso [zdr-] ‘slippery’, sgravio [zgr-] ‘relief’.

In this language as well, /" behaves as a member of the
T-subclass: fluire ‘flow-INF’, fragile ‘fragile’, sforzo ‘effort’, sfratto
‘eviction’. The incongruent status of this consonant is all the more
evident here, since it combines with s, a clear phoneme of the
S-subclass, and is a component of a medial STR- cluster.

Spanish has preserved only TR--type sequences [Alarcos Llorach
1975: 189]: blando ‘soft’, brio ‘strength’, draga ‘dredger’, globulo
‘globule’, grato ‘pleasant’, claro ‘bright’, criba ‘sieve’, plata ‘silver’,
prestar ‘lend-INF’, trdpala ‘fraud’; fl- sequences are also used (flamear
‘flame-INF’), fr- (fragor ‘clamor’). Before all SR-, S7T- and STR-
sequences a prothetic e- has developed, which many linguists (for
example, [Hyman 1975: 11-12; Linell 1979: 168]) do not even con-
sider a phoneme,” for example: esmerar ‘polish’, esmeralda ‘emerald’,

°! Lithuanian Z < PIE *g, *gh has also preserved up to now one property char-
acteristic of plosives: it is never used before 7-type consonants (see § 108). The
same is essentially true of § < PIE *£, which occurs before members of the
T-class only in borrowings and in the contracted word stai ‘here’ « Sitai (cf.
also Zem. $tikti ‘guess-INF’ « anctikti).

>2 The automatic and consequently non-phonological nature of this sound is
particularly clearly shown by the fact that Spanish speakers tend to place it
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espalda ‘back’, estampa ‘print, the press’, estupido ‘stupid’, escrito
‘document’, espléndido ‘splendid’, estrada ‘road’, estratega ‘strate-
gist’, etc.

§ 128. The Germanic languages do not much differ from the
Baltic with respect to initial sequences. We will not linger on them,
but limit ourselves to onset clusters consisting of three consonants, all
of STR- structure.

German has such sequences (for an overview see [Karosiené 1983
and references]), for example, in the words Sklave ['skla:va] ‘slave’,
skrupulos [skrupu'le:s] ‘scrupulous’, Splitter ['Splutar] ‘splinter’, Sprache
['Spra:xo] ‘language’, Strich [Strig] ‘stroke’; English (see [Yasui 1962:
24; Cohen 1965: 60; Strimaitiené 1974b: 70]) skewer ['skjus], scratch
[skreetS], squad [skwod], spurious ['spjusrias], splash [sples], spread
[spred], stupid ['stju:pid], strong [stron]; Danish (see [Basbgll 1977
and references]) skjorte ['sgjoda] ‘shirt’, skrue ['sgru:a] ‘screw’, spjaeld
[sbijel’] ‘valve’, splejs [sblai’s] sickly’, springe ['sbrena] ‘jump-INF’,
stra [sdro:’] ‘straw’. More or less the same system of initial sequences
is found in Norwegian and Swedish [Sigurd 1965; 1968: 453—-454;
Vogt 1981b: 216-221]. Even the geographically quite remote Ice-
landic offers no real exceptions: skrufa ['sgru:(v)s] ‘screw’, spjot
[sbjou:t’] ‘spear’, splaesa ['sblai:sa] ‘splice; treat-INF’, stjana ['sdjana]
‘do hard work-INF’, strd [sdrau:] ‘straw’, except for four-member
STRj—type clusters (apparently similar to those in Proto-Baltic; cf.
skriauda ‘offense’ < *skriauda): skrjaf [sgrjau:v] ‘rustling’, strjuka
['sdrju:k‘a] ‘stroke-INF’.” i

§ 129. For a still clearer picture, we might also mention Ancient
Greek, which had the following three-member STR--type sequences
(cf. [Kurytowicz 1960: 2324 = Kurilovi¢ 1962: 32-33)): ski- (oxAnpdc
‘dry, hard’), skn- (oxviy ‘bark beetle’), spr- (oppayic ‘seal’), spl- (exinv
‘spleen’), stl- (otAeyyic ‘scraper’), str- (otpatnyos ‘military comman-
der’), and even one Tibetan dialect, in which the initial three-member
cluster is also of the STR--type: zpre ‘monkey’, zgre ‘voice’.”* We can

before initial clusters even when they are speaking foreign languages (see for
example, [Pulgram 1970: 20, fn. 17].

>3 The phonetic transcription of these examples has been checked against the
pronunciation of Jérund Hilmarsson (autumn 1977).

> Such clusters are even more characteristic of classical Tibetan (cf. skyabs,
skroys, sgrugs [Lekomcev 1967: 136 (the examples are cited without translation)]).
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find still more languages which use Lithuanian-type two-member
clusters (though often together with NC--type clusters), cf. Bambara
(Africa) TR--type clusters in the words bla ‘children’, bri ‘milk-INF’,
gna ‘hole’, kli ‘egg’, tlo ‘ear’, Kikongo kluzu ‘cross’, pyada ‘lick-INF’,
kwa ‘pota‘[o’.55 In general, the implications RE- > IR-and -iR = -Rf are
valid for many known languages [Grinberg 1964: 53], which shows
that the structures we have examined are basic ones.

§ 130. The above examples from various languages show that
STR- (and SR-, TR-, ST-)-type structures are common to many lan-
guages of Europe, and are not alien to non-European languages. Many
languages differ from one another only in lacking certain initial
sequences, rather than in structural type. Noticeable deviations from
these types represent a typological characteristic of considerable impor-
tance. For example, the Finno-Ugric languages (Finnish, Hungarian,
Veps, etc.), which lack onset sequences, are quite distinct from the
Indo-European languages, and in this regard are closer to Turkic and
Semitic. Spanish, which, as we have seen, does not tolerate initial
combinations with s-, seems to be drawing nearer to these languages.

§ 131. In the uniqueness of their phonotactics, many Slavic
languages stand apart from other Indo-European languages (see
[Lekomceva 1968; Sawicka 1974]). The Slavs, although territorially
and genetically close to the Balts, differ from them considerably in
their phonotactics,’® and are now perhaps closer to the Georgians and
other Caucasians in this regard (cf. § 97). In Polish, for example, we
find RT-, RS--type two-member clusters (fga¢ ‘lie-INF’, tkac¢ ‘sob-INF’,
fza ‘tear’, mzy¢ ‘drizzle-INF’), various three-member clusters (cf.
pszczola ‘bee’, thkngé ‘touch-INF’) and even four-member clusters
(pstrgg ‘trout’, wstrzgs ‘shock, shake’, Zdzblo ‘stalk’). Even in the
connected texts of the more moderate Russian, we can encounter
unusually complex clusters, cf. k scmpéue [kfs't'r’-] ‘to the meeting’.

>> Even the three-member initial clusters of the Bantu languages are reminis-
cent of Indo-European ones, only the place of the S-class is occupied by nasals
(i.e., three-member clusters of the NTR-type are the most typical [Toporova
1975: 109]).

> In this regard, Slovenian would be closest to Baltic (see [Sawicka 1974
20-25, especially table 6]). This is apparently a result of convergent develop-
ment.
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The phonotactic situation of the Slavic languages is fairly recent:
it arose only after the fall of the reduced vowels (the “jers”). Yet even
up to that point Slavic differed substantially from Baltic and other
Indo-European languages, since it had no consonant codas: all of its
syllables ended in vowels; that is, they were open, for example: OCS
skrv-be ‘grief’, skvo-zé ‘through’, stré-sti ‘guard, protect-INF’, tlv-kno-ti
‘push-INF’, tre-za-ti ‘torment, torture-INF’, fvo-rb-ca ‘creator-GEN.SG’,
likewise Ru. ede ‘where’, kmo ‘who’, mena ‘mist’, nca ‘dog-GEN.SG’
and OCS kwdeé, kvto, mvgla, pesa. This is a very unusual phonotactic
system, since it could be said that languages characterized by open
syllables never have consonant clusters.”’

Although it is rather difficult to believe, Kurylowicz has quite
convincingly and subtly shown that one can classify even Polish con-
sonants according to syntagmatic relations, and not just classify, but in
fact obtain essentially the same classes as in other Indo-European lan-
guages [Kurylowicz 1960: 221ff. = Kurilovi¢ 1962: 307ff.]. It turns
out that STR-, SR-, TR-, SR- clusters have been preserved in more
complex sequences as a main structural component; this has also been
demonstrated for the data of Belarusian [Padluznyj 1980: 32-33]. Be
that as it may, the Slavic languages are nevertheless fundamentally
different from many other Indo-European (and non-Indo-European)
languages, including Baltic, with respect to their consonantal phono-
tactics. German and Baltic, and even Greek or Italian and Baltic, are
much closer in this regard.

h) SUMMARY REMARKS

§ 132. In examining the syntagmatic relations of phonemes, the
following main points should be kept in mind.

"1t is therefore quite imprudent to compare Proto-Slavic and Old Chuch
Slavic typologically with languages having only open syllables of the Cj/-type
(cf. [Cekman 1979: 123ff]). The Slavic languages are unique in having
preserved Indo-European onset clusters while losing codas. On the whole, the
phonotactic development of the Slavic languages presents a great riddle, with no
serious attempts thus far at a solution. This must be kept in mind when seeking
an answer to the “eternal” question of an intermediate Balto-Slavic proto-
language (the very specific phonotactics makes it difficult, for example, to
accept a secondary, relatively late convergence of Slavic and Baltic).
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1. Syntagmatic relations exist among those phonemes which
form or can form a larger sequence.

2. Phoneme sequences are not random accumulations of sounds,
but have a certain regular structure.

3. The main phoneme classes are vowels and consonants.
Vowels are the core elements of a syllable: they alone can form a
syllable. As such, they are distinguished from the peripheral elements
of a syllable, the consonants.

4. The syntagmatic classification of consonants is based on onset
(word-initial) sequences. Such sequences are most often of the type
STR- (and SR-, TR-, ST-), where R = [Imnr...], T=[ptk..],
S = [s §...]. Many languages use only (C)V (= CoV)-type syllables;
some languages have quite complex sequences.

5. In a medial consonant sequence, a syllable boundary occurs at
the beginning of the largest cluster of consonants whose structure
coincides with a word-initial sequences.

6. A syllable is isomorphic with other complex linguistic units—
words, phrases, sentences, etc. All complex units have a core and
peripheral parts; corresponding to an onset cluster of a syllable are
pretonic syllables, prefixes, subject noun phrases; corresponding to the
core (the vowel) are stressed syllables, roots, conjugated verb forms
(predicates); corresponding to the coda cluster are post-tonic syllables,
suffixes and endings, direct-object noun phrases, etc.

3. NEUTRALIZATION

a) GAPS IN THE SYSTEM

§ 133. By no means all theoretically possible (i.e., permitted by
general rules of structure) phoneme combinations can be found in
language—its texts and lexicon. Thus standard Lithuanian could
perfectly well have such STR- and TR--type clusters as spl-, gm-, but
in fact these can be found only in rare dialectal words or borrowings.
The same holds for the sequences zdr-, zgr-, $k-: phonotactic rules do
not prohibit them, but there are no “normal” words which would begin
with such clusters. Sequences which do not contradict a linguistic
system, but in fact are not used, are called gaps in the system or empty
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cells (Fr. cases vides, Ru. nycmwoie knemxu); cf. Kurylowicz’s remark
concerning Greek *oxp- [Kurylowicz 1960: 214 = Kurilovi¢c 1962:
298]; likewise [O’Connor, Trim 1973: 249]).

A gap in the system is a matter of historical accident, not pro-
vided for or explained by strict synchronic rules. We can only state
that a certain potential sequence is not actually found, although it is
most often impossible to say why.

§ 134. There can also be gaps, or empty cells, in the phonological system
itself (see [Martine 1960: 110ff.]).>® In standard Lithuanian, we could consider
as gaps the rarely-used phonemes /t d/, or more precisely, the phonetic feature
combinations corresponding to these phonemes. As we know, all Lithuanian con-
sonants except for /j/ are either hard or soft, and this timbre distinction is a distinc-
tive feature of independent phonemes: skabaii ‘pluck-1SG.PRS’ : skabiaii ‘pluck-
1SG.PST’, ldpy ‘leaf-GEN.PL’ : ldpiy ‘foXx-GEN.PL’, kdusSas ‘ladle-NOM.SG’ : kidusSas
*skull-NOM.SG’, satiso ‘dry-GEN.SG’ : saiisio ‘January-GEN.SG’, daraii ‘do, make-
1SG.PRS’ : dariaii ‘do, make-18G.PST’, etc. However, soft [t d] are only allo-
phones of the phonemes /t d/ and therefore cannot contrast with them. All the
distinctive features capable of forming /t d/ phonemes exist, and we even have
the corresponding phonetic feature combinations [t d], but for accidental histori-
cal reasons they do not perform a distinctive function, and are therefore only
potential phonemes: gaps in the system.” The reality of these gaps is clearly
shown by the relations /k/ : /k/ =/g/ : /&/ = Ip/ : [p/ =/b/ : /b/ =1t/ : U =/d/ : L],
where “[]” is a gap in the system).

The role of gaps in the development of phonological systems is unusually
large, since all languages tend to fill them or somehow eliminate them.®® For
example, the gap formed in Lithuanian by /t d/ has already been eliminated in
Northwest Zemaitic (cf. gaidi(m) “gaidziif” ‘rooster-GEN.PL’, jd.ufd.u “jduciui”
‘0x-DAT.SG’)®" and South Aukstaitic (cf. kafi “kaciy” ‘cat-GEN.PL’, dédu

¥ On gaps in the system as “reserve” articulatory possibilities see [Zinkin
1958: 252]; on their influence on the synchronic dynamics of phonemes see
[Kly¢kov 1962: 123]. The diachronic role of gaps is particularly highlighted by
the more general concept of phonological space [Mouton 1961].

> Such distinct allophones, which seem to fill gaps in a system, are some-
times called semi-phonemes (Ger. Halbphoneme or Semiphoneme [Hammarstrom
1966: 21-22]).

5Tt is similar in nature: every gap (or so-called ecological niche) is sooner or
later filled by some life form (cf. [Darvinas 1959: 176]).

%! For the more important literature and a diachronic interpretation of this phe-
nomenon, see [Girdenis 1972a (= Girdenis 2000b: 237ff.); 1979b (= Girdenis
2000c: 130ff); 1979-1980: 40-42 (= Girdenis 2000c: 179-181); 1983a
(= Girdenis 2000c: 290ff.)]. It should be noted here that the phonemes /t d/ result
from morphonemic levelling of allomorphs, rather than phonetic developments.
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“dédziy” ‘uncle-GEN.PL’). In standard Lithuanian, it is starting to be filled at
least by borrowings like tinlis ‘tulle’, bordiitras ‘curb’ or the surname Matiiikas.
It was most likely a gap in the subsystem of long front vowels that triggered the
East Baltic monophthongization of *ei — *¢& (> ie) in words of the type Diévas
‘God’, etc. In this system, only two front vowels *& —[] — *7 contrasted with the
three back vowels *a — *o — *i. The front mid-vowel position was empty (see,
for example, [Kazlauskas 1962 and references; Maziulis 1965]; cf. [Zinkjavicjus
1972] and [Girdjanis 1977: 300-303 (= Girdenis 2000c: 374ff.)]). This gap was
filled by *¢, which developed from *ei under conditions which are not quite
clear.®® The consonants /z 7/ arose for the same reason: there was an earlier gap,
since alongside /§ §/ there existed /Z 2/, but there were no corresponding voiced
phonemes alongside /s §/; thus the relation /8/ : /2/ = /3/ : /z/ = /s/ : [I=/3/ : []. A
gap can also be filled by such sporadic changes as Sitai — Stai ‘here’, Zem.
anc-tikti — ant-stikti — Stikti ‘guess-INF’,” as a result of which there arose the
previously non-existent but possible ST--type cluster s7- (cf. also the dialectal
words Zburitikas ‘lamb’, Zbliudkas ‘easy-fitting shirt’). Very often, borrowings
and onomatopoeic words help to eliminate gaps.

Nevertheless, the diachronic role of gaps in the system should not be
overstated. A gap is not a basic cause of phonological change, but only a con-
dition and potentiality for change (cf. [Postovalova 1978: 123 and references]).

b) REGULAR CONSTRAINTS ON DISTRIBUTION

§ 135. In addition to gaps in the system, many languages also
have quite regular constraints, obeying strict rules, on the use of pho-
nemes.

Among final consonant sequences in Lithuanian, there are none
which would end in [g d b z 7], although the corresponding onset
clusters are quite frequent. Nor are these consonants used before [k t p
s §]: *zp-, *zk--type clusters do not occur at the beginning of a word,
or *gsl-, *-ngt- word-medially, etc. If such a sequence needs to be
formed for morphological reasons, it is necessarily replaced by
another: Zefigia ‘step-3PRS’ : Zifi[k]snis ‘step-NOM.SG’, kibo ‘stick to,
cling to-3PST’ : ki[p]ti ‘stick to, cling to-INF’. A similar automatic

2 For a systematic phonological view of this development, see [Girdjanis
1977: 303, fn. 10 (= Girdenis 2000c: 379, fn. 10); 1978: 76 (= Girdenis 2000c:
346)]; for a more detailed treatment [Ul’¢inskajte 1980 and references] (see also
[Karalitinas 1987: 152—168], where there is an attempt to substantiate Jaunius’s
hypothesis, presented in greater detail by Buiga [1908: 76, 80]).

"Hyphens have been added to show the reanalysis of morphological
structure—TRANS.
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substitution occurs in word-final position in the standard language and
many dialects:” daigelis ‘many’ : dai[k‘] ‘much’, viso labo “all the
best’ : visla[p] ‘all’, kada ‘when’ (kaddngi ‘because’) : ka[t'] ‘that’,
be mazo ‘almost’ : bema[§] ‘id.”. On the other hand, [k t p s §] cannot
precede [g d b z 7]; they must likewise be replaced by [g d b z Z]: nésa
‘carry-3PRS’ : ne[Z]damas ‘while carrying’, verpia ‘spin-3PRS’
ver|bldamas ‘while spinning’. Since this substitution is fully auto-
matic, accidental gaps are out of the question; it would be naive to
believe that even a single one of these “gaps” could soon be filled; this
would mean a radical transformation of the phonological system.

Due to these constraints, [k t p s Z] and [g d b z Z] can contrast in
only two positions: before a vowel ([—V]) and before an R-type con-
sonant ([—R]): piiti ‘rot-INF’ : biiti ‘be-INF’, tdré ‘say-3PST’ : ddré
‘do, make-3PST’, kdras ‘war’ : garas ‘steam’, sir[K|ti ‘be ill-INF’: zirkti
‘whine-INF’, Sudlis ‘jump’ : Zudlis ‘railroad tie’ and kaplys ‘blunt axe,
pick’ : kablys ‘hook’, prasta ‘simple; bad-NOM.SG.F’ : brasta ‘ford’,
trs ‘three’ : drjs ‘dare-3FUT’, tvariis ‘stable, steady-NOM.SG.M’ : dva-
ris ‘estate-ACC.PL’, klostyti ‘spread, cover-with-INF’ : glostyti ‘stroke-
INF’, kropti ‘deceive-INF’ : gro[plti ‘snatch, seize-INF’, svembia ‘ache-
3PRS’ : zvembia ‘buzz-3PRS’. In other positions, they cannot contrast:
where [g d b z 7] is found, [k t p s §] cannot occur, and where [kt p s §]
is found, [g d b z 7] cannot occur (see table 13).

If there were no positions 1 and 2, we would have to consider [k]
and [g], [t] and [d], [p] and [b], [s] and [z], [$] and [Z] allophones of
the same five phonemes: these pairs of sounds share phonetic features
and are in complementary distribution. But the first two positions, in
which these sounds contrast, do not allow this.

§ 136. Lithuanian hard and soft consonants stand in a quite
similar relation. They can be opposed only before a back vowel (in the
position [—V™¥)): kdusas ‘chisel’ : kidusas ‘egg’, kirti ‘make (a
fire); to create-INF’ : kiurti ‘become full of holes-INF’, susti ‘grow
mangy-INF’ : sitisti ‘go mad-INF’, Sdudo ‘shoot-3PRS’ : Sidudo ‘straw-
GEN.SG’, ritkti ‘smoke-INF’ : riitkti ‘sob-INF’, suzliiges ‘fail-PAP.NOM.
SG.M’ : suzlitiges ‘become wet-PAP.NOM.SG.M’, especially in stem-final

% This substitution is quite alien to Zemaitic: duk “duk” ‘grow-2SG.IMP :
a.ug “auga” ‘grow-3pRS’, fdus “laiis” ‘break-2SG.IMP’ : lfd.uz “lauzia” ‘break-

3PRS’, Zi's “zjis” ‘buzz-3FUT’ : Ziz “zjzia” ‘buzz-3PRS’ (see also § 144).
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Table 13. Distribution of S- and T-type consonants in standard Lithuanian®

Positions
Consonants [—V] [—R] [—ad] [—] [—#]

1 2 3 4 5
[e] + + *
[k] + + + +
[d] + + +
[t] + + * +
[b] + + +
[p] + + + +
[Z] + + +
[s] + + + +
(7] + + +
[S] + + + +

position of inflected words;® puikiis ‘fine-NOM.SG.M’ : puikiiis “fine-
ACC.PLM’, Sldpo ‘get wet-3PST’ : S§ldpio ‘wet-GEN.SG.M’, baisuis
‘fearful-NOM.SG.M’ : baisius ‘fearful-ACC.PLM’, nasus ‘productive;
fruitful- NOM.SG.M’ : nasius ‘productive; fruitful-ACC.PL.M’, grazu
‘beautiful-ADV’ : graziu ‘beautiful-INS.SG.M’, griovy ‘ravine-GEN.PL’ :
grioviy ‘ditch-GEN.PL’, galii ‘end-INS.SG’ : galiti ‘be able-1SG.PRS’,
ramus ‘quiet-NOM.SG.M’ : ramius ‘quiet-ACC.PL.M’, séno ‘old-GEN.

% [z], [d] and [s], [t] of positions 3 and 4 represent all consonants of this type,
i.e., [g d b zZ] (position 3) and [k t p s §] (position 4).

% This morphological position is particularly important, since there are very
few words which would be distinguished by hard and soft root-initial conso-
nants, even taking into consideration such words of foreign origin as biiistas
‘bust-NOM.SG’ (cf. biisty ‘wake up-PPP.GEN.PL’), littkas ‘porthole-NOM.SG’ (cf.
Lukas ‘Lukas (name)’), tiulis ‘tulle-NOM.SG’ (cf. tulis ‘thulium-NOM.SG’),
trivkas ‘trick, stunt-NOM.SG’ (cf. tritko ‘last, continue-3pST’ : trittko ‘trick, stunt-
GEN.SG’) or dialectal forms such as nidgti ‘run quickly-INF’ (cf. nokti ‘ripen-
INF’) or zZdsti ‘speak-INF’ (cf. Zosi ‘speak-2SG.FUT’ : zidsi ‘open one’s mouth-
2SG.FUT’). Other examples: kduké ‘mask’ : kidukeé ‘jackdaw’, kukis ‘hook’ :
kitikis ‘cracked egg’, kurkti ‘croak-INF’ : kiurkti ‘cluck, cackle-INF’, maiikti ‘peal
bark; drink hard-INF’ : miaiikti “mew-INF’, plumpséti ‘give a hollow knocking
noise-INF’ : pliumpséti ‘plop-INF’, pliské ‘a kind of small fish’ : plinske ‘log’,
skauté ‘girl scout’ : skiduté ‘scrap, rag’, shiogas ‘load’ : sliiogas ‘mudslide’,
sutry ‘dung water, slops-GEN.PL’ : siutry ‘sportive, playful-ACC.SG.M’, sué ‘dog’ :
Siud ‘this-INS.SG.M’, trumas ‘truffle’ : triumas ‘(ship’s) hold’, trékst ‘bang!’ :
tri6kst “crack!’; cf. also the borrowed pair bliidas ‘error’ : bliiidas ‘dish’ and the
onomatopoeic tiulénti ‘produce the sound of a gosling-INF’ (cf. § 134).
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SG.M’ : sénio ‘old man-GEN.SG.M’, vdro ‘drive-3PRS’ : vdrio ‘copper-
GEN.SG’ (cf. also the foreign word pairs noted by Marvan: fotografy
‘photographer-GEN.PL.M’ : fotogrdfiy ‘photographer-GEN.PL.F’, kazd-
chy ‘Kazakh-GEN.PL.M’ : kazdchiy ‘Kazakh-GEN.PL.F’). Everywhere
else, the hardness or softness of a consonant depends on its position:
in word-final position ([—#]) and before hard consonants ([—C]),
only hard consonants can occur; before soft consonants ([—C]) and
front vowels ([—V™™]), only more or less softened consonants (for
phonetic details, see [Vaitkjavicjute 1979] and for [k g] [Girdenis
2000a (= Girdenis 2001: 411ff.)]): pilt [pitt'] ‘pour-SHORT-INF’ : pilty
[pit’t"w] ‘pour-3SBIV’ and pilti [pilti] ‘pour-INE’, pilsiu [pil’s°u]
‘pour-1SG.FUT’ (see table 14). In this case, C and C-type are distinct
phonemes only because they contrast in the first position ([— V™).
Were it not for this position, the similar consonants [k] and [k], [s] and
[S], etc., would need to be considered allophones of the same pho-
neme, since they are in complementary distribution.

Table 14. Distribution of hard and soft consonants in standard Lithuanian®

Positions
Consonants | [—V™F] [ [—V™"] [—C] [—C] [—#]

1 2 3 4 5
(k] + + +
[k] + + )
[s] + + +
5] ¥ + +
1] + + +
il + + +
[C] + * +
€] ¥ + +

§ 137. The vowels [0] and [a] in standard Russian and southern

Russian dialects behave in similar fashion: in stressed syllables, they
contrast and are independent phonemes, while in unstressed syllables,
an [a] or [a]-type vowel is found in their place: com ‘sheat-fish’ # cam

% Only the most characteristic vowels are shown. Note in addition that in
position 4 many speakers of the standard language pronounce a sound closer to
[k] than to [k]. Of course, this is not a particularly important distinction since in
this position [k] and [k] do not contrast anyway.
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‘self’, but coma ‘sheat-fish-GEN.SG’ = camad ‘herself” = [sama], noe
‘leg, foot-GEN.PL’ # wde ‘naked-M’, but nocd ‘leg, foot-NOM.SG’ =
naea ‘naked-F’ = [nagd] (cf. also xomumuwca ‘have Kkittens-INF' =
kamumocs ‘Toll-INF’ = [kat'itsa], rdname ‘paw-INF’ = ndnoms ‘bast
shoe’ = [tapat’], likewise Bel. 6o ‘0x’ # sdn ‘embankment’, but sasi
‘oxen; embankments’, mok ‘current’ # max ‘so’, but maxi ‘currents;
such-NOM.SG.M’ [Padluzny 1969: 110]).

§ 138. Here we must also mention so-called vowel harmony,
which is characteristic of the languages of Finno-Ugric, Turkic, and
other language families. In Hungarian, for example, /e/ and /a/ (pro-
nounced almost like [4]), as noted above (§ 23), contrast essentially
only in roots: in postposed affixes these sounds strictly depend on the
root: [e] can only occur after an [e]-type root vowel and [a] only after
an [a]-type vowel (in greater detail, see [Makkai 1972 and refer-
ences]).”’ Therefore, the same affix usually has several positional vari-
ants: kert ‘garden-NOM.SG’ : kertet ‘garden-ACC.SG’ : kertek ‘garden-
NOM.PL’ : kerteket ‘garden-ACC.PL’ and lab ‘foot-NOM.SG’ : labat
‘foot-ACC.SG’ : ldbak ‘foot-NOM.PL’ : ldbakat ‘foot-ACC.PL’. The
affixes [a] and [e] are thus in complementary distribution, which is
particularly clearly shown by the functional identity of -(e)k and -(a)k,
-(e)t and -(a)t. Hungarian vowels also mostly agree in lip-rounding:
szék ‘chair-NOM.SG’ : széken ‘chair-SUPE.SG’, székeken ‘chair-SUPE.PL’,
but zist ‘kettle-NOM.SG’ : iiston ‘kettle-SUPE.SG’ : iistokon ‘kettle-
SUPE.PL’ (see also § 23).

An analogous, but regressive (rather than progressive) phe-
nomenon is vowel assimilation in the North Zemaitic Tel3iai dialect
(see, for example, [Rokaité 1961; Girdenis 1962 (= Girdenis 2000b:
161t.); ZinkeviCius 1966: 61-62; Grinaveckis 1973: 177-180]). In this
dialect, vowels such as e and 7, ¢ and u contrast essentially only in the
final syllable of a word (usually an ending): briiol® “brolio” ‘brother-
GEN.SG’ : lgrﬁol" “brélj” ‘brother-ACC.SG’, ger¢ “geri” ‘good-NOM.
PL.M’ : geF' “geri” ‘drink-2SG.PRS’, nakt’s “naktis” ‘night-NOM.SG’ :
nakf's “naktis” ‘night-ACC.PL’, §auc® “Saiiciy” ‘shoemaker-ACC.SG’ :

%7 In addition to the works on vowel harmony indicated in the same article,
see [Reformatskij 1966 (especially 191ff.); Lyons 1968: 128—131 = Lajonz 1978:
141-144; Vinogradov 1972; Hyman 1975: 182-183; Clements 1977; Jakobson,
Waugh 1979: 146-150].
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Sauc “Saiiciy” ‘shoemaker-GEN.PL’. In other positions, these sounds
are in complementary distribution: i, u# are used before high (i, u-type)
vowels; in all other cases, we have ¢, o: poskobe.l¢ “puiskubilio” ‘small
Vat-GEN.SG”:  puiskubil's “puskubilis” ‘small vat-NOM.SG’, lenéné
“lininiai” ‘linen-NOM.PL.M’ : [1iA"s “lininitis” ‘linen-ACC.PL.M’ (on a
similar tendency in Ukrainian dialects, see [Zilko 1971: 371).%* Thus
in this case as well, ¢ and i, ¢ and u function in some places as
independent phonemes, and in other places as if allophones of the
same two phonemes. If we ignore recent borrowings, this general rule
is ignored only by the prefixes i- “j-” ‘into’, pri- “prie-” ‘at’, nu-
“nuo-" ‘from’ (in some dialects, also is- ‘out of ’, su- ‘with’), in which
the high vowel remains even before mid and low vowels (see
[Girdenis 1962: 141 (= Girdenis 2000b: 16); Zinkevicius 1966: 63];
on the development of the prefix and preposition i/e(-), see [Girdenis
1980 (= Girdenis 2000c: 183ff.)]). This behavior is undoubtedly to be
explained by open juncture, before which the same oppositions are
possible as occur word-finally (see also § 36 and [Jasitnaité 1993: 29—
33)).

§ 139. Finally, there are even such paradoxical cases in which
two or more sounds in the same position are unquestionably distinct
phonemes, while in other positions they give the impression of
optional variants. The most characteristic example of such a case is
Danish [k] and [g] (see [Bazell 1956: 27; Koefoed 1967: 110;
Martine 1969: 97])." In word-initial position before a vowel ([#—V])
or a resonant (sonorant) ([#—R]), they contrast and therefore have a
distinctive function: kane ['k‘a:ns] ‘sleigh’ : gane ['ga: na] ‘palate’, klo
[k'lo:"] ‘claw” : glo [glo:’] “stare at-INF’, kro [kro:’] “inn’ : gro [gro:’]
‘grow-INF’. In word-medial or word- ﬁnal position, both consonants
are in free variation and therefore cannot distinguish words: laekke
['lega] = ['lek‘a] ‘leak-INF’ and /aegge [lsgs] = ['lek*a] ‘put-INF’, laek
[lek ] = [lsg] ‘leak-IMP’ and lag [lek‘] = [leg] ‘put-IMP’. These forms
are homonyms, although they can be pronounced in two ways (see
also [El’mslev 1960b: 344ft.]).

% On the southern boundaries of the North Zemaitic Telsiai dialect, vowel
assimilation is not just regressive, but also progressive [Skirmantas, Girdenis
1972 (= Girdenis 2000b: 266ff.)], that is, somewhat reminiscent of the bidirec-
tional vowel harmony of Chukchi (on which see [Sirokov 1973; Jakobson,
Waugh 1979: 147)).
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c) INTERPRETATIONS

§ 140. Representatives of the Petersburg School (for example,
[Matusevi¢ 1948: 81-83; Zinder 1979: 59—62]) and the descriptivists
do not distinguish between constraints on the use of regular phonemes
and accidental gaps in the system, considering them all examples of
phonemic alternation and/or defective distribution (see, for example,
[Bloch 1972; Pike 1947: 96, 141; Hockett 1955: 164—166; Harris 1963:
65, fn. 14]; cf. [Bazell 1956: 27; Zuravlev 1972: 36]).% They maintain
that Lithuanian [k] would be a realization of the phoneme /k/, and [k]
of /k/, in all positions and Ru. [a] and [o] would be realizations of /a/
even in those positions in which [k] and [g], [k] and [k], [a] and [5] do
not contrast and in principle cannot contrast. Here they consistently
observe the principle “Once a phoneme, always a phoneme” (referred
to in English as the biuniqueness condition): if it has already been
demonstrated that any two sounds in a single position are realizations
of separate phonemes, then they must necessarily be considered sepa-
rate phonemes in all other positions as well, irrespective of whether
they contrast with one another or not. The automatic alternation of
sounds in cases such as daiigelis : daii[K"], Zefigia : Zifi[K]sniai, com :
c[a]md is considered an ordinary alternation of the corresponding
phonemes /g/ — /k/, /o/ — /a/ and the like, and thus transferred to the
realm of morphology or morphonology.”

Adherents of this interpretation place greater emphasis on the
phonetic features of sounds than on their distinctive function. Indeed,
from the standpoint of function, the [k] which contrasts with the con-
sonants [k] and [g], and the [k] which does not contrast with these
cannot be identical phonological units. If we maintain this view, it is
nearly impossible to give an objective interpretation of the relations
that exist between Danish [k‘] and [g] (§ 139). Even relatively ordi-
nary cases cause great difficulties, if, for example, in place of sounds
contrasting in some positions, there appears in other positions an
intermediate sound which could be considered an allophone of either

% Some descriptivists (for example, [Hockett 1955: 164, 166—167] neverthe-
less allow for the possibility of another interpretation of these phenomena.

7 In descriptive linguistics, this logically flows from the requirement to base
a phonological analysis on phonetic information only (see § 31).
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phoneme. In Bulgarian, for example, hard and soft consonants are
used quite as they are in Lithuanian, except that before front vowels
Bulgarian has sounds of an intermediate timbre, so-called semi-soft or
semi-hard [Maslov 1956: 21-22], in place of soft consonants. Fol-
lowing the above approach, they would have to be assigned, without
argument, to either soft or hard phonemes. It is also not good to assign
to morphology purely phonological expressions requiring no mor-
phological information.

§ 141. Other schools of phonology, especially the Prague Lin-
guistic Circle (also glossematics and stratificational linguistics, for
example, [EI’'mslev 1960b: 343-349; Lamb 1966: 17; Lockwood
1972a: 27, 193-195; 1972b]) consistently distinguish regular con-
straints on distribution from chance constraints. In this view, accepted
by many phonologists,”’ we have in all the above cases a special
phonological phenomenon called neutralization (Ru. reiimpanuzayus,
Fr. neutralisation).”” Neutralization is the regular failure to distinguish
phonemes or entire phoneme classes in certain strictly defined posi-
tions (see, for example, [Trubetzkoy 1936; Martinet 1936; Trubetzkoy
1977: 69ff., 206ff. = Trubeckoj 1960: 86ff., 256ff.; Bazell 1956:
especially 30; Trnka 1958; Bogoraz 1963; Vinogradov 1966; Martine
1969; Reformatskij 1970: 62—68; Zuravlev 1972; 1986: 96ff.; Rudelev
1972; Panov 1979: 1121t ; Svedova 1980: 75]).73 The examples exam-
ined above can all serve as illustrations: a) the opposition /p/ : /b/,
/t/ 2 /d/, etc., of Lithuanian (and many other languages, for example
German and Russian), realized before vowels and R-type consonants
and neutralized word-finally and before consonants of the 7-subclass;
b) the opposition of hard and soft consonants, realized only before
back vowels and neutralized in all other cases; c) the standard Russian
opposition /a/ : /o/, realized in stressed syllables and neutralized in

"' The Moscow Phonological School also inclines toward these views (see
§ 142 and references).

" In other languages, the following terms are also found: Ger. Aufhebung
[Trubetzkoy 1936; 1977: 70, 206ff.; Pilch 1964: 60; Philipp 1974: 33 et passim]
(but cf. [Meinhold, Stock 1982: 78 et passim]), Fr. suppression (more charac-
teristic of glossematics, cf. [Hjelmslev 1959: 84, fn. 2 et passim]).

7 On attempts to introduce neutralization into the conceptual system of
generative phonology, see [Cairns 1969].
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unstressed syllables;”* d) the Danish opposition /k*/ : /g/, realized in
word-initial position and neutralized word-medially and finally.

§ 142. Those positions in which all phonemes normally contrast
are called positions of relevance, and positions in which oppositions
are neutralized are called positions of neutralization (Ger. Relevanz-
stellungen and Aufhebungsstellungen, Ru. nosuyuu peresanmuocmu
and nosuyuu wueumpanuzayuu [Trubetzkoy 1977: 70 = Trubeckoj
1960: 86; Zuravlev 1972: 37]). Also used in the same meaning are the
terms strong and weak position (more characteristic of the Moscow
School, for example, [Avanesov, Sidorov 1970: 250; Bulanin 1979]).
In Lithuanian, positions of relevance (strong positions) for the opposi-
tions /p/ : /b/, /t/ : /d/ are before vowels ([—V]) and R-class conso-
nants ([—R]) (see § 135 table 13, positions 1 and 2); positions of
neutralization (weak positions) are found before all 7-class consonants
and word-finally (see § 135 table 13, positions 3 and 4). As we have
already seen, in positions of neutralization, [p] and [b], [t] and [d],
etc., do not contrast; the phonetic properties which differentiate them
do not have distinctive function. The position of relevance for hard
and soft consonants is before a back vowel (see § 136 table 14 posi-
tion 1) and the positions of neutralization are before all consonants and
front vowels, and word-finally (see table 14, positions 2, 3, 4 and 5).

We can illustrate neutralization graphically not just in tables, but
also in the “generative” formula (cf. § 57) /a : b/ — [c] / x, for example
Lith. /b : p/ — [p] / [—#], /C : C/ — [C] / [—H#], etc. (only the most
important position of neutralization is shown: [Zuravlev 1972]; cf.
also [Zilko 1971: 33ff.]).

d) THE ARCHIPHONEME. MARKED AND UNMARKED
MEMBERS OF AN OPPOSITION

§ 143. Disregarding for now positions of relevance, and applying
the usual paradigmatic procedures for identifying phonemes to sounds
used in positions of neutralization (see 54—55), we can combine them

™ This, we might say, is the generally accepted view (see, for example,
[El’mslev 1960b: 346; Pauliny 1966: 123; Zuravlev 1972: 37]). Only Martinet,
for some obscure reason, did not consider this Russian phenomenon neutraliza-
tion [Martine 1969: 99-101].
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into larger phonological units and consider them realizations of these
units—their combinatory or optional variants, as it were.

Denoting these new phonological units with capital letters, we
obtain the following picture (see table 15).

Table 15. Neutralization of 7-class consonants in standard Lithuanian

Positions of Positions of neutralization
relevance
Sounds [—V] [—R] [—z] [—s] [—#] | Archiphonemes
1 2 3 4 5
[g] + + +
[k] + + + + K/
[d] + + +
[t] + + + + T
[b] + + +
[p] + + + + /P/

The phonological units /K/, /T/, /P/ are distinct from phonemes
used in positions of relevance, and are called archiphonemes (from the
Gk. apyi- ‘chief’, cf. apyudysipoc ‘chief cook’; see, for example,
[Martinet 1936: 54; Trubetzkoy 1977: 71-75 = Trubeckoj 1960: 87—
90; Martine 1963: 426; 1969: 97; Bogoraz 1963; Padluzny 1969:
99ff.; Zuravlev 1972: 39]),” thus phonemes of a higher rank. They

> On the close, but not quite synonymous, term of the Moscow School Ayper-
phoneme see [Kuznecov 1970a: 186; Reformatskij 1970: 63-64, 105; Panov
1979: 119-121] (cf. [Achmanova 1966: 31; Klimov 1967: 90; Zuravlev 1972:
39]). But this concept is understood differently even by adherents of the
Moscow School (see, for example, [Bulanin 1979: 28-29]): for some, it is the
realization of a phoneme in positions of “unresolvable syncretism” (for example,
Ru. cobdra /sabaka/ ‘dog’ [Svedova 1980: 71]), for others (for example,
Reformatskij) it is nearly the same as the Praguian archiphoneme or, more
accurately, Avanesov’s weak phoneme [Avanesov 1956: 29ff.] (cf. also
Bernstejn’s phonemoid [Bernstejn 1962: 79]).

It should also be noted here that far from all phonologists who accept neu-
tralization employ the concept of archiphoneme (see, for example, [Kaspranskij
1963: 37; Zinder 1979: 31-62]); in the post-war years, even Czech linguists
have abandoned it (see [Trnka 1958: 863; Vachek 1964: 37; Vachek 1966: 62]).
For example, Trnka believes that neutralization is the absence of one member of
an opposition in certain positions. The concept is categorically rejected by theo-
rists of so-called natural phonology (see, for example, [Kodzasov, Krivnova 1981:
153—154, and for critical remarks 158]). Attempts to identify archiphonemes
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consist of the features common to all members of a neutralizable
opposition, i.e., what remains after removing those features which dif-
ferentiate the members of a neutralizable opposition. Lithuanian /P/ is
a labial plosive, indifferent to voicing.

The actual sounds used as “allophones” of archiphonemes are
called representatives of an archiphoneme (Ger. Stellvertreter des
Archiphonems [Trubetzkoy 1977: 71], Ru. npeocmasumenu apxugpo-
nemwul [Trubeckoj 1960: 87]). In our example, the representatives of
the archiphoneme /K/ are [g] and [k]; the archiphonemes /T/ and /P/
are represented by [d], [t] and [b], [p], respectively (cf. also [Padluzny
1969: 101-105]).

Before consonants, representatives of archiphonemes are deter-
mined by position, that is, by the following consonant: [g d b] occur
before [z d...]; [k t p] occur before [s t...]; the preceding consonant
assumes the features of the following consonant. This is so-called
assimilatory (or contextual) neutralization (Ger. kontextbedingte
Aufhebungsarten [Trubetzkoy 1977: 207ff.], Ru. xonmexcmyanvuas
neumpanuzayus [ Trubeckoj 1960: 260ft.]). In word-final position, the
archiphoneme representatives [k t° p‘] do not depend on a neighboring
sound; they are determined by the linguistic system itself. This is struc-
tural neutralization (Ger. strukturbedingte Aufhebungsarten [Trubetzkoy
1977: 206-212ft.], Ru. cmpyxmypro-obycrosnennas meimpanusayusl
[Trubeckoj 1960: 257-264fF.]; see also [Zuravlev 1972: 46]).

Structural neutralization usually occurs in positions which are
least affected by other units: at the beginning or end of a word or other
meaningful unit, in unstressed syllables, and the like. A characteristic
structural neutralization is the above-mentioned failure to distinguish
unstressed /a/ and /o/ in Russian, where the archiphoneme /A/ is repre-
sented by [a] or [9], and likewise the Danish neutralization of /k*/ and
/g/, where the representatives of the archiphoneme /K/ are the free
variants [k‘] and [g]. The latter example is quite exceptional, since
most often the representative of an archiphoneme is close to one of the
members of a neutralizable opposition (see, for example, [Trnka 1958:
863]). In certain cases, moreover, the archiphoneme can be repre-
sented by sounds which differ from both members of a neutralizable

with phonemes are completely incorrect (for example, [Padluzny 1969: 99;
Vinogradov 1972: 344]).
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opposition.”® This is the case in Bulgarian, where, as noted above
(§ 140), before front vowels we have consonants of intermediate soft-
ness. There is a similar situation in the Southwest Aukstaitic dialects
of Lithuanian, and in varieties of the standard language closely associ-
ated with these (especially before the vowels [i ¢ e ¢], cf. § 168, fn.
107 and, for example, [Vaitkeviciate 1957: 12—-14]). We might also
recall here the [a.] and [e.] ([e.]) of many East Aukstaitic Utena dia-
lects, representing in unstressed positions archiphonemes of the oppo-
sitions /o°/ : /uo/ e’/ : fiee/: kuojee “kuioja” ‘roach (fish)’, ke “kdja”
“foot’ : kajae.la. “kuojélé” ‘roach (dlm) and “kojéle” ‘foot (dim.)’;
dizna.s “diénos” ‘day-NOM.PL’ : dae.nd.s “diends” ‘day-GEN.SG’, and
béda.s “bédos” ‘misfortune-NOM.PL’ : bze.da.s “bédds” ‘mlsfortune-
GEN.SG’ (see § 84 and [Kosiené¢ 1978: 31]). In Northern Panevezys
dialects there is also consistent neutralization in such cases: /ie : ¢ :
i/ — [efi] /], o o ur s w/ — [ofu] /[ "), for example:
dien® “diend” ‘day’, Pé'k" “rékia” ‘shout-3PRS’, gi'v"s “gyvas” ‘alive’,
di.del’s “didelis” ‘large, great’ — dernz.la || c;’iﬁaé la “a’ienéle‘” ‘day
(dim.)’, fekim®s || Fiki.m®s “rékimas” Ziv1
“gypvpbe” ‘life’, dede.Sen"s || dide.Sen's “didésnis” ‘larger’ or dubbe
“duobé” “pit (hole)’, stér’s “storas” ‘thick, fat’, grird"s “griidas”
‘grain’, pu.tos “pi;tos” ‘foam’ — dobae.la || dubae.la “duobélé” pit
(dim.y’, storu.m®s || sturu.m’s “storimas” ‘thickness’, grode.l’s ||
grude.ls “grideélis” ‘grain (dim.)’, pot6;® || putd;j® “putdja’ ‘foam-
3PRS’ (see, for example, [Kadiuskiené 1982: 41; Girdenis, Zidonyté
1994 (= Girdenis 2001: 127ff.)]). Here, as we see, archiphonemes can
be represented by two types of sound; their selection depends on the
actual dialect and speech style (i.e., on certain sociolinguistic factors
which are difficult to monitor).”” On a similar neutralization in the
Sirvintos dialect, see § 227, 241 and references.

9 ¢

76 On the basis of the relationship between archiphoneme representatives and
neutralized phonemes, Hjelmslev [El’mslev 1960b: 345-347] (cf. also [Hjelmslev
1959: 86]) distinguishes two types of neutralization (“suppression”): implication
(for example, Lith. /k : g/ [k] / [—#]) and coalescence or domination (for
example, Dan. /k : g/ — [3], Ru. /a : o/ — [2] / [ *"**]). For a more detailed (even
pedantic) classification of types of neutralization, see [Zuravlev 1972].

77 As Gardva’s observations and experiments have shown [1982: 68-69],
unstressed vowels vary widely, even in very careful speech; even neutralization
itself can be optional at times.
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The phenomena examined in § 53 and § 59 (third example, table
5) should also be considered neutralization. The opposition of /a/ and
/e/ is neutralized in standard Lithuanian in all positions except word-
initial ([#—]; cf. also § 174). From a phonological standpoint, the
same happens with oppositions of the type /¢/ : /i/, /9/ : /u/ in North
Zemaitic Teliai dialects: their strong position (position of relevance)
is only at the end of a word or before an open juncture (see § 138).

§ 144. The phoneme which is similar to the sound used in a
position of structural neutralization (i.e., in a position which does not
depend on the influence of adjacent phonemes, for example, word-
finally or in an unstressed syllable) is the unmarked member of an
opposition (Ger. merkmallos [Trubetzkoy 1977: 67, 73], Ru. nemapxu-
posannwiti [Trubeckoj 1960: 83, 90], Eng. unmarked [Hyman 1975:
143-145], Fr. non-marqué [Vachek 1964: 186]). The phoneme close
to the sound which cannot appear in a position of structural neutraliza-
tion (for example, at the end of a word), is the marked member of an
opposition (Ger. merkmalhaltig [Trubetzkoy 1977: ibid.], Ru. mapxu-
posannwiii [Trubeckoj 1960: ibid.],”® Eng. marked [Hyman 1975:
ibid.], Fr. marqué [Vachek 1964: ibid.]). In standard Lithuanian, /k/,
/t/, Ip/, /s/ and /§/ are the unmarked members of the opposition /g d b z
7/ and /k t p s §/, since the sounds close to them, [k*], [t°], [p‘], [s], [S],
are used word-finally, the only position of neutralization for this
opposition which does not depend on other phonemes. The phonemes
/g d b z 7z/, which have no correspondents in this position, are
considered the marked members of this opposition. The unmarked
members of the opposition of hard and soft consonants are the hard
phonemes, since in word-final position their archiphonemes are
represented by hard consonants; soft consonants, which do not have
close correspondents here, are the marked members of the opposition.

78 Jakobson [1971: 385ff.] indicates that Trubetzkoy, when speaking and
writing in Russian, used the terms 6ecnpusznaxoswiti—npusnarxosuwiii (uien onno-
suyuu), which he himself later translated into German as merkmallos and
merkmaltragend [ Trubetzkoy 1977: 67, 73]. The current unwieldy and imprecise
Russian terms “drifted in” from French as calques of non-marqué—marqué.
Knowing the full history, it is rather annoying that certain Lithuanian linguists
have become fond of the “international” words nemarkiruotasis—markiruotasis
(members of an opposition), which arose so strangely and say so little about the
nature of the phenomenon.
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In the latter case, the phoneme relations can also be seen from the
writing system: only the softness of consonants is specially noted.

In speech, the unmarked members of an opposition are almost
always more frequent than the marked members [Trubetzkoy 1977:
235 and references = Trubeckoj 1960: 292 and references; Klyckov
1962: 129; 1984; Sirokov 1961: 53ff., Melikishvili 1974; Melikisvili
1976, Gamkrelidze 1977: 25; 1978: 11 and 20; 1979: 283; Panov
1979: 183]. In connected texts, the members /k t p s §/ of the above-
mentioned opposition /g d b z 7/ : /k t p s §/ are three times more fre-
quent than /g d b z z.../. The frequency of individual pairs is approxi-
mately as follows: /k/: /g/=3.0,/t/ : /[d/=1.8, /p/: /b/ =2.4,/s/ : /z/ =
48.2, /8/ : /2] = 1.9, etc. (see [Karosiené, Girdenis 1993 (= Girdenis
2001: 64ff)]; cf. [Simkinaite 1965; Svecevitjus 1966]). Knowing
this, we can distinguish the unmarked members of an opposition from
the marked members even when a language or dialect lacks a single
position in which structural neutralization, independent of adjacent
phonemes, would occur. For example, word-finally in North Zemaitic,
as noted above (§ 135, fn. 62), /k/ : /g/, /t/ - /d/, Ip/ . /bl, Is/ : /z/, /8] - /2]
contrast just as they do before R-type consonants: dek “dek” ‘burn-
2SG.IMP’ : dég “déga” ‘burn-3PRS’, sojii'nt (sujint) “pajuiita, pradeda
Justi” ‘feel, begin to feel-3PRS’ : sojii'nd (styjii'nd) “sujuiida” ‘begin to
move-3PRS’, krép (kréip) “kreipia” ‘direct-3PRS’ : gré'b (gré'ib)
“griébia” ‘snatch-3PRS’, zi's “zps” ‘buzz-3FUT’ : ziz “zjzia” ‘buzz-
3PRS’, @ “us” ‘howl (of wind)-3FUT’ : @i “uzia” ‘howl (of wind)-
3PRS’. But the unmarked members of the opposition are nevertheless
clear; they are, without question, /k t p s §.../: in speech, they are
approximately 3.7 times more frequent than /gd bz Z.../, cf.: /k/ : /g/ =
5.0, /t/ - /d/=3.1, /p/ : /b/ = 1.6, /§/ : /z/ = 3.0, etc. [Girdenis 1981c:
19-22, 28, 36 (= Girdenis 2000c: 229-232, 239, 247)]. Hard conso-
nants in this dialect are also far more frequent than soft consonants:
ki /kl=28,/g/:/g/=18,/p/:/p/=9.5,/b/:/b/=58,/s/: /3 =51,
etc. The overall picture is somewhat disturbed only by /I/ and /7/,
which for some reason are used less frequently than /I/ and /2/ in both
the Zemaitic dialect and the standard language (cf. [Girdenis 1981c: 28
(= Girdenis 2000c: 239)]).”

” The explanation presented by Trubetzkoy [Trubetzkoy 1977: 235 =
Trubeckoj 1960: 292] for a similar phenomenon in Russian does not hold for
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The distribution of the members of a neutralizable opposition
occasionally also reveals the marked and unmarked members of other
oppositions. If neutralization does not occur before all phonemes of a
certain type, its weak position is before the marked members of an
opposition; the phonemes forming a position of relevance in such
cases are the unmarked members of the opposition [Trubetzkoy 1977:
75 = Trubeckoj 1960: 93; Zuravlev 1972: 46; Schane 1972: 219]. On
this basis, we can confidently consider the Lithuanian front vowels /e
e’ ie ¢ 1 1/ the marked members of the series, since the opposition of
hard and soft consonants is neutralized before them; the back vowels
/a a uo o° u u/ are the unmarked members of these oppositions:
before them hard and soft consonants contrast.

e) CORRELATIONS AND CORRELATIVE SERIES

§ 145. Oppositions in which one member is unmarked and the
other is marked are called privative oppositions [Trubetzkoy 1977: 67 =
Trubeckoj 1960: 82-83]. This term (Fr. privatif ‘negative’ « Lat.
privo ‘1 take away, I set free”) emphasizes that one member of such an
opposition has a feature “taken away” from the other (unmarked)
member; that one member of an opposition is negative, as it were, and
the other positive.

This type of opposition can be represented by Ru. /a/ : /o/, Lith.
Ip/ : /bl or /I/ : 1/, etc. Of these, the Lithuanian oppositions /p/ : /b/ and
/I/ = /I/ are also proportional, since a number of other phonemes are

either Lithuanian or its dialects, since in the standard language and in many
North Zemaitic dialects, /I/ : /I/ and especially /2/ : /Z/ do not at all differ from
other phonemes with regard to positions of neutralization.

Here we might also note that the recent, rather fashionable tendency toward
establishing the markedness of members of an opposition based solely on rela-
tive frequency has been assessed by some phonologists quite guardedly (if not
critically; for example, [Voronkova 1981: 62]). But these reservations most
likely only reveal the need to distinguish at least two types of markedness:
structural markedness, connected with neutralization, and statistical markedness,
reflected in the frequency relations of members of an opposition. We should also
strictly distinguish internal markedness (emerging from the functions of an
actual language) and universal markedness (on the latter, in addition to the
above-mentioned works by Melikisvili and Gamkrelidze, see [Chomsky, Halle
1968: 400-435; Postal 1968: 153-207; Hyman 1975: 145-149]).
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related in the same way: /k/ : /g/=/t/ : /d/ =/p/ : /bl =/s/ : /z/ =8/ : /Z/
=&/ 3. = =N R = B = m/
Additionally, such an opposition is bilateral (Fr. bilatérale [Vachek
1964: 145], Ger. eindimensionale [Trubetzkoy 1960: 74ff.], Ru.
oonomepnas [Trubeckoj 1960: 74ff.] or 0gycmoponnss [Reformatskij
1960: 336ff.]): features common to both members of such an
opposition can belong to these two phonemes only. For example,
Lithuanian has only two labial plosives: /p/ and /b/, only two hard
dental fricatives: /s/ and /z/, only two R-type trills: /r/ and /7/.

Proportional bilateral privative oppositions are called correla-
tions [Trubetzkoy 1977: 75ff. = Trubeckoj 1960: 93ff.; Martine 1960:
98; 1963: 423; éaumjan 1962: 152; Kuznecov 1970a: 189]80 (from Fr.
corrélation ‘correlation’, Lat. con- ‘with’, relatio ‘relation’). An entire
set of proportional oppositions (for example, Lith. /k/ : /g/ = /t/ : /d/ =
/p/ : /b/, etc.) forms a correlative series of phonemes.

§ 146. The feature by which a marked member of an opposition
(or all marked members of a correlative series) differs from the
unmarked member is called a correlation mark (Ger. Korrelations-
merkmal [Trubetzkoy 1977: 77], Ru. koppensmuenulii npusnak or npu-
3Hax koppenayuu [Trubeckoj 1960: 95]. The correlation (or correlative-
series) mark of the Lithuanian /p/ : /b/ (= /t/ : /d/ = /k/ : /g/) is voicing,
that is, the active participation (vibration) of the vocal cords,
accompanied by little tension of the speech organs and weak air flow.
The unmarked members of this correlation are voiceless; in articulat-
ing these, the vocal cords are passive, the air flow is stronger, the
speech organs more tensed, and the occlusion and plosion itself are a
bit more prolonged.® Hence the marked member /b/ (and /d/, /g/...) of

% Here we adopt the view most clearly formulated by Kuznecov: “Msr
orpezensieM KOPPEISIUI0 KaK MPOTUBOIOCTaBlIeHHE (JOHEM 110 OJHOMY MPU3HA-
Ky, BBICTYMAIOIIEMY B OJHHUX MMO3HMIUIX M yTpaduBaromiemycst B apyrux” ‘We
define a correlation as an opposition of phonemes according to a single feature
occurring in certain positions and lost in others’ [Kuznecov 1970a: 189]. The
concept of correlation presented by Trubetzkoy and Martinet seems too broad,
and, more importantly, is purely logical and phonetic rather than functional. It is,
as it were, a logical, rather than functional, correlation.

1 Only such a comprehensive understanding of distinctive features can be
truly phonological (see also § 163 and references). From the standpoint of pure
phonetics, all phonemes are seemingly marked, only in different directions; in
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this correlation is as if a simultaneous combination of the unmarked
member /p/ (and /t/, /k/...) and the correlation mark: /b/ = /p/ & /¥*°/
(that is, ‘voicing’) (/d/ = /t/ & /*°/, /g/ = /k/ & /**‘/, etc.). The
correlation mark of /r/ : /t/ = /m/ : /m/ = /n/ : /n/... is softness, that is, a
lack of velarization and an additional articulation of the mid-part of
the tongue, which is elevated to the hard palate, raising the timbre of
the sound. This feature is also signalled by certain properties of adja-
cent vowels (a higher or abruptly changing timbre, fronted articulation,
and the like). Here as well the marked member of the opposition /f/
(/m/, /0/...) can be considered a simultancous combination of the
unmarked member /t/ (/m/, /n/...) and the correlation mark /7/ (“soft-
ness” or “palatalization”): /t/ = /t/ & /”/ (/m/ = /m/ & /7/, 't/ = /n/ & /7).
Thus in all these cases the marked member of the correlation has a
feature which is lacking in the unmarked member.*

Unmarked members of a correlation thus interpreted have no
features distinguishing them from marked members, and we can there-
fore say that they coincide in all cases with the corresponding archi-
phoneme: /k/ = /K/, /t/ = /T/, /p/ = /P/, etc. We can describe both the
unmarked phoneme /p/ and the archiphoneme /P/ as labial plosives
lacking the feature of voice, which characterizes the marked member
/b/. With this in mind, Trubetzkoy used for some time a phonological
transcription (quite interesting and well-founded, incidentally) in
which archiphonemes were written with the same characters as the
unmarked members of corresponding correlations (see, for example,
[Trubetzkoy 1931: 98]; cf. [Vachek 1966: 31-32]). Only later did he
begin to use for this purpose capital letters, or letters with certain dia-
critics, corresponding to the symbols for the unmarked members of a

correlation, or f;—type “fractions” (cf. [Reformatskij 1960: 334 and

phonology, those phonetic features which belong to the unmarked member of a
correlation are treated as if they did not exist; they are negative or null phonetic
properties. This understanding of marked/unmarked renders futile all critical
remarks directed against these concepts and the closely related dichotomous
principle (see, for example, [Reformatskij 1961: 110ff;; Bondarko 1966;
Bondarko, Verbickaja 1965]).

%21t is for this reason that Trubetzkoy used the Russian terms npusnaroguiii—
becnpusnakossitl unen (see § 144, fn. 78). As noted above (fn. 81), from a pho-
netic standpoint, a feature of a marked member can be both negative and multi-
dimensional; it can even be signalled by properties of neighboring sounds.

166



3. Neutralization § 146

references; Vachek 1966: 61]). Recently, as noted above (cf. § 143, fn.
75), there has been a tendency to represent archiphonemes in positions
of neutralization by allophones of the corresponding phonemes (see
[Trnka 1958; Vachek 1966: 60-62]). Therefore, representatives of
archiphonemes are now most often transcribed with the same symbols
as the phonemes which they most resemble.

We can illustrate the evolution of these views with examples of a
phonological transcription of the word kirpdamas ‘while cutting’:
1) /kifpdamas/ (Trubetzkoy’s early position),” 2) /KiRPdamaS/ (the
later position of Trubetzkoy and other Praguians),* 3) /kifbdamas/
(the current position of Praguians, especially Trnka and Vachek).

A transcription of the third type would also be quite acceptable
to those phonologists who do not recognize archiphonemes, for
example the descriptivists, or adherents of the Petersburg School. Also
generally quite possible is the approach (and it may be the most
realistic) according to which the representatives of archiphonemes in
almost all cases would be considered the corresponding phonemes,
and not just any sounds lacking phonemic status. Of course, if we
wish to show actual distinctive units and contrasts, a transcription of
the second type could be used, but this is poorly suited for systematic
usage, especially for statistical studies.

The Moscow Phonological School goes its own way (we could
say, a fourth way) here. In weak positions, its adherents “restore” the
strong-position phoneme of every actual morpheme: [naga] = <naga>,
if this is a form of the word rae, naeoin ‘naked’, but [nagd] = <noga>,
if this form is connected with noeu ‘feet’ (cf. also [rot] = <rot> «—
pma ‘mouth-GEN.SG’, but [rot] = <rod> <« pdoa ‘Kin-GEN.SG’
[Reformatskij 1970: 28; Kuznecov 1970d: 476; Avanesov, Sidorov
1970: 254, 264ft.]). In those cases where it is not possible to restore

% The phoneme /k/ is the unmarked member of the correlation /k/ : /k/, and /p/
and /s/ are the unmarked members of the correlations /p/ : /b/, /p/ : Ip/, Is/ : /z/
and /s/ : /8/, and therefore they are written here, although the sounds pronounced
in the first two cases are closer to the marked members /k/ and /b/.

# /K/ denotes the archiphoneme of the correlation /k/ : /k/, represented here
by [k]; /R/ is the archiphoneme represented by /t/ and /i/; /P/ is the archipho-
neme of the correlation /p/ : /b/ (and /p/ : /p/, /b/ : /b/), represented here by the
voiced [b]; /S/ is the archiphoneme of the correlation /s/ : /z/ (: /3/ : /Z/), repre-
sented by the hard [s].
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the phoneme in this way, when a so-called hyperphonemic situation
arises (cf. § 143, fn. 75), so-called weak phonemes are used (for
example, kopdsa <kardva> ‘cow’, cobarxa <sobaka> ‘dog’). Usually
these weak phonemes are not recorded in the inventory of phonemes,
but there have sometimes been unjustified deviations from this
principle (for example, [Svedova 1980: 76-78]).

As we see, the Moscow phonological transcription recalls in its
main features a morphological (or, more precisely, a morphonemic)
notation. Its foundations are close to the second interpretation, only
here there is greater emphasis on, and respect for, morphonemic alter-
nation. This is already a step in the direction of a morphonological or
generative interpretation (see § 31, fn. 40; cf. also [Kasevi¢ 1972:
153]).

§ 147. Correlations are usually named after their features. For
example, oppositions of the Lithuanian type /p/ : /b/ = /t/ : /d/... form
a voicing correlation, oppositions of the type /p/ : /p/ = /k/ : /k/..., a
softness correlation, etc. The latter is often also called a timbre corre-
lation, since softness, or palatalization, changes the timbre of a basic
articulation, raising it (see, for example, [Jakobson 1962a: 153ff,;
Cékman 1970: 9ff.]). Terms such as series correlation, and the like,
are also used.

§ 148. Correlations exhibit great diachronic stability. If for some reason
one member of a correlation changes, the other member generally changes in the
same direction (cf. [Martine 1960: 106—107 et passim; Labov 1972: 118ff;
Steponavicjus 1975: 223-226 and references; 1982b: 12ff.]). This also explains
the symmetry of many phonetic changes. In Lithuanian dialects, for example,
vowels and diphthongs of the same height almost always change in the same
way. Where we have ¢ in place of i, we will find ¢ in place of u; where in is pro-
nounced in place of standard en, we will most likely find un in place of an;
where East Baltic *¢ has changed into ie, we have uo in place of *0; where *¢ >
ei, *0 > ou. If a dialect distinguishes, for example, ¢ and i-type sounds, it is
highly likely that ¢ and u also contrast; if the opposition ¢ : ie is neutralized in
certain cases, the opposition ¢ : uo is also most likely neutralized, etc. Similar
examples can be found in many languages. Changes everywhere generally start
with front vowels; back vowels later adjust themselves to their front counter-
parts (see, for example, [Bailey 1972: 291).%

% In the natural world as well, correlative events tend to change in more or
less the same way (cf. [Darvinas 1959: 523]).
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3. Neutralization § 149

Consonantal correlations tend to change in a similar way. Suffice it to
recall here the same development of the Baltic clusters *# and *di in various
dialects, the same softening and affrication of *k and *g in Latvian, the same
fate of *pi and *bi.

f) CORRELATION BUNDLES

§ 149. In addition to pairs, larger groups of phonemes may stand
in a correlative relation. In Sanskrit, four plosives with the same place
of articulation are linked in such relations: /p/ : /p*/ : /b/ : /b*/ =1t/ : It/ :
/Al /A =00 1 Al =k kS gl gt (ef. also /e /et
3/ 1 /3°/, transliterated c, ch, j, jh), for example: palam ‘watchman-
ACC.SG’ : phalam ‘plowshare-ACC.SG’: balam ‘boy-ACC.SG’ : bhalam
‘forehead-ACC.SG’. The oppositions in each group are neutralized, for
example, word-finally: before a pause, the archiphonemes /P/, /T/, /T/,
/K/ are represented by [p], [t], [t], [k], and before the initial vowel of a
following word by [b], [d], [d], [g]. Hence the voiceless non-aspirated
consonants are the unmarked members of these oppositions, and the
other consonants are the marked members. Markedness here is at two
levels rather than one: firstly, aspirated consonants contrast with non-
aspirated, and then voiced consonants contrast with voiceless. Thus it
is as if the correlations of voicing and aspiration intersect. This is most
clearly seen in the following tree diagram (see figure 8; the least-marked
phonemes are shown on the left; the most-marked on the right).*

/P/

Ip/ Ip*/ b/ /o°/

Figure 8. Correlation of voicing and aspiration in Sanskrit

Such a combination of several correlations is called a correlation
group or a correlation bundle (Ger. Korrelationsbiindel [Trubetzkoy
1977: 78-82], Ru. nyyox xoppenayuii [Trubeckoj 1960: 96-99; Martine
1960: 100; Reformatskij 1961: 111, 115]).

% For similar examples from modern Indic languages, see [Zograf 1976: 156—
157].
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§ 150 II1. Phoneme Relations

§ 150. The plosives of Ancient Greek are grouped in three-
member correlation bundles: = /p/ : f/b/ 1 @ /p*/=1/t/ : 6 /d/ : 8 /t°/ =
/Kl ylgl:x /K, cf. mapog ‘formerly’ : fapog “‘weight’ : papog ‘sail’,
tefog ‘so long, in the meantime’ : defog [déog] ‘fear, alarm’ : fefog
‘divine’, képag ‘horn’ : yépog ‘donation’ : yépog ‘hand-ACC.PL’. These
correlation bundles are neutralized before all plosives and o /s/, which
has neither a voiced nor an aspirated correlate. The representatives of
the archiphonemes /I1/, /T/, /K/ before plosives were conditioned by
the voicelessness, voicing, or aspiration of the neighboring con-
sonant: fAafny ‘harm, damage’ : plarrew ‘I do damage’, ypapw ‘I
draw, 1 write’ : yportog ‘drawn, written’, Aéyw ‘I gather’ : Jextdg
‘gathered’, déyouor ‘1 accept, I receive’ : déxrog ‘acceptable, agree-
able’, before o only voiceless could occur: aueifio ‘1 change’ : aueiyw
/ameipsd/ ‘I will change’, ypdpw : ypayw /grapsd/ ‘1 will draw, T will
write’, Aéyw : 1ééw /1€ksd/ ‘1 will choose’, déyouar : dééw /déksod/ ‘1
will accept’. Since [p t k] appear before the phoneme /s/, which is
indifferent to voicing and aspiration, the phonemes /p t k/ are the
unmarked members of the correlation bundle, and /b d g/ and /p° t* k*/
are the marked members: /b/ = /p/ & /'*°/, Ip*/ = /p/ & //, etc. In one
case the “markedness” goes in one direction, and in the other case, in
the other direction. Hence what we have here is not a two-tiered
opposition, but a triad, which is best illustrated not with a tree
diagram, but as follows: (see, for example, [Trubetzkoy 1977: 78 =
Trubeckoj 1960: 97; Reformatskij 1961: 111]; cf. [Vinogradov 1976:
303]):

n/
/ N\
B — e/

Of course, this triad can also be converted into a tree diagram
(see figure 9):

M/

|
| |
In/ /B/ /ol

Figure 9. Tree diagram of labial plosives in Ancient Greek
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3. Neutralization § 150

At the first node the aspirate /@/ separates and branches off to the
right and the voiced /p/ separates at the second node. Furthest to the
left is the unmarked member of the entire bundle, /a/. But since this is
not quite a natural grouping, the alternative in figure 10 is also possi-
ble:

MY

I/ o/ 1B/
Figure 10. Another model of the Ancient Greek triad

In this case, /B/ contrasts first of all with the phonemes /a/ and
/@/ as voiced consonant to voiceless, and in the voiceless group, the
aspirate /¢/ contrasts with /n/, which is unmarked in all respects.
Ancient Greek does not permit us to answer the question of which
alternative is more acceptable, but, keeping in mind that oppositions
of the type /p/ : /b/ are more typical than /p/ : /p‘/, at least for the
languages of Europe, the first solution seems preferable: /¢/ (that is,
/p*/) seems typologically more marked /p/ (/b/). Calculations of
phoneme frequency would perhaps help in answering the question
more concretely.

Similar consonant triads are also typical of other languages.
Burmese, for example, has correlation bundles of the Greek type:
/p/ /ol lptl =/ /dl it/ =K/ /gl c /K, except that the affricates
/&/ : 13/ + /&°/ and even the fricatives /s/ : /z/ : /s‘/ also belong here.”’ In
Georgian triads, the place of the aspiration feature is assumed by
glottalization, a secondary articulation of the vocal cords reminiscent
of the “break” of Zemaitic broken tone (see, for example, [Cikobava
1967: 26]):*

p/ 1t/ /k/ e/ /c/
/ N\ = / N\ = / \ = / N\ = / N\
/bl — /p¥/ /[l — /gl — kY 13/ — /& 13/ — /e

%71t is generally believed that the Indo-European proto-language had similar
triads (only with voiced aspirates): *p : *b : *bh = *t : *d : *dh = *k : *g : *gh =
*[; - *G 1 KGh = R kgt kgl

% The consonants /p t k/ are somewhat aspirated.
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§ 151 II1. Phoneme Relations

The least marked of the plosives are the voiced (!), and of the
affricates, the voiceless non-glottalized [Melikisvili 1976: 72—76ft.;
Melikishvili 1974: 91 and 93, fn. 12].

The affricates of this language, and the dorsal plosives together
with corresponding fricatives, even form five-member correlation
bundles:

T B’— xI — Ik
7/ \ \ = / \ \ = 7/ \ \
2 — I3l — & — By — & N — g — kY

§ 151. The voiced and soft correlations of Lithuanian S and
T-type consonants can be combined into four-member bundles:

7 7 K — g Ipl — b/
| | = | | = | = | |
s — 3 s — | T VY

These correlations are fully realized only before back vowels (in
the position [—Vb“k]). Before front vowels and R-type consonants,
the correlation of softness is neutralized, but the voicing correlation
functions normally. Before S and 7-type consonants and before
a pause, correlations of both types are neutralized. The general
unmarked members of these bundles are the hard voiceless /p t k.../;
the most marked are without question the voiced soft consonants.
Thus, for example, the correlation bundle for the labial plosives /p/ :
/b/ < /p/ : b/ is illustrated by the following tree diagram (see figure 11):

Conslonant
| |
voiceless voiced

halrd so[/t halrd S(Ifl

/p/ Ip/ /o/ /o/

Figure 11. Correlation bundle for labial plosives

We could represent the relations among the members of this cor-
relation bundle in various positions still more accurately in the
following diagram (see figure 12; /p/ is the archiphoneme of the
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3. Neutralization § 152

opposition /p/ : /p/, /B/ is the archiphoneme of the opposition /b/ : /b/,
and /P/ is the archiphoneme of the entire correlation bundle; cf.
[Avanesov 1956: 207; Perebyjnis 1970: 53]).

ol — b
| 1 /o =V (1
B — /bl
wo— s Y] ?)
S
P/ D 3)

Figure 12. Diagram of relations among members of a correlation bundle

It is especially easy to see from this diagram that the distinctive
force of approximately the same sounds can be quite different, even in
the same language. In positions of the first type (1), /p/ is much richer
and more “powerful” from a phonological standpoint, since all three
labial plosive phonemes contrast with it (among others). In the second
type of position (2), the force of this consonant is far less, since here
only a single labial plosive can contrast with it. In positions of the
third type (3), no labial plosive contrasts with it any more; distinctive
here are only those features which describe the archiphoneme /P/ of
the entire correlation bundle and distinguish it from non-labial plo-
sives and various non-plosive consonants. Thus, the data of even a
single language show that a sound’s phonological role and its weight
are determined by its position in the system, and not by its physical
properties.

g) NEUTRALIZATION AND PHONEME CLASSES

§ 152. The study of neutralization and correlative phoneme rela-
tions is significant in several respects.

First, it is important to examine neutralization carefully, since it
plays a significant role in the evolution of phonological systems.”

% «Tuaxponudeckas (pOHOIOrHs HEMbICIUMA 0€3 MOHATHS HEHTpATH3AIH"

‘Diachronic phonology is unthinkable without the concept of neutralization’
[Zuravlev 1972: 36]; cf. [Kurytowicz 1960: 243ff. = Kurilovi¢ 1962: 334ff.;
1965: 403—411)).
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§ 153 II1. Phoneme Relations

Nearly all phonological oppositions go through a stage of neutraliza-
tion before disappearing completely, a period when the disappearing
opposition is still preserved in certain positions.

Neutralization can also trigger various non-phonological pro-
cesses in the development of a language: the intersecting of apophonic
vowel series (see, for example, [Kurylowicz 1968a: 257 et passim]),
and non-systematic sound substitution—so-called analogical change
(on which see [Kurytowicz 1960: 66ff. = Kurilovic 1962: 92ff;
Anttila 1972: 83, 88-108]). If distinct grammatical units come to
coincide in a position of neutralization, there often (but, of course, not
always) arises a tendency, triggered by this ambiguity, to unify them,
level them, in positions of relevance as well; or, on the contrary, to
accentuate and polarize their contrast, even to shift this enhanced
distinction to those meaningful units which once had a uniform or less
distinctive expression (see [Kurilovic 1965: 408]. On the role of
neutralization in the development of the vocalism of Lithuanian
dialects, see [Girdenis 1975b (= Girdenis 2000c: 3351.)]).

§ 153. Neutralization is especially important because it allows us
to extend, refine, and concretize the classification of phonemes, the
basic framework of which is formed by an analysis of syntagmatic
relations (see [Hjelmslev 1959: 85ff.; Muchin 1962: 61]).

Neutralization almost always reveals two types of phoneme
classes: one class includes those phonemes which undergo neutraliza-
tion; the other, those phonemes which form a position of neutraliza-
tion. In standard Lithuanian, for example, the oppositions /a/ : /e/,
/a‘/ : /e’/ are neutralized after all consonants (cf. § 53, 59, 174),90 and
therefore these phonemes form a separate class of vowels, contrasting
with the remaining phonemes. Also forming a class contrasting with
other vowel phonemes is Russian /a 9/, whose position of relevance is
only in stressed syllables. In Lithuanian, we are led to distinguish a
relatively closed class of S and 7-type consonants not only by their
position in sequences, but also by the above-mentioned neutralization

% The neutralization of these oppositions and their age is shown (in addition
to other facts) by vowel alternations such as plepéti ‘chatter-INF> : plidpa
‘chatterbox’. Since only the “quantitative” alternations e : ¢ = a : o are possible,
in the word plepéti we undoubtedly have an e fronted from *(*)a (cf. also Lith.
klévas ‘maple’ = Latv. kfavs ‘id.’).
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3. Neutralization § 153

of oppositions of the type /k t p/ and /g d b/ before a pause and before
consonants of S and 7-subclasses. Moreover, only this neutralization
definitively shows that /z 2/ and /z 7/ are truly S-type, rather than
T-type consonants. As we have seen (§ 135ff.), /s/ : /z/, /§/ : /Z/-type
oppositions are neutralized, and [s], [§] represent their archiphonemes
word-finally (for example, be mdzo ‘nearly’ : bema[§] ‘almost’).
Members of different syntagmatic classes cannot stand in such a rela-
tionship.

Northeast Zemaitic (Telsiai) vowel assimilation, or vowel har-
mony, unites all non-low vowels into a single class, since oppositions
of the type /¢/ : /i/, /o/ : /u/ are neutralized before high vowels, and
other vowels cannot undergo this neutralization. Separated out in turn
from this class are /i u/, before which only /i u/-type vowels are possi-
ble. Thus these phonemes should be classified as follows: /(a : e) :
((0:¢): (u:1))/. Most marked in this system are /u i/, since they form
a position of neutralization; the least marked are /a e/, which are
completely indifferent to this neutralization.

In both the North Zemaitic dialect and the standard language,
vowels further split into two classes: those vowels before which the
correlation of consonant softness is realized, and those before which it
is neutralized. Belonging to the first class are standard Lithuanian /a a-
o' uo u u/ and North Zemaitic /a o u.../; the second class includes
standard Lithuanian /e e ¢ ie i i/ and North Zemaitic /e ¢ i.../. The
marked members of the opposition are the second class, since the
softness correlation is neutralized only before these (cf. § 144). The
classification of dialectal vowels now looks like this: /(a : (¢ : u)) :
e : (¢: 1))/, reflected in the following tree diagram (see figure 13).

v

/a/ o/ / /e/ /el /il

Figure 13. Tree diagram of North Zemaitic Tel$iai vowel classification
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§ 154 II1. Phoneme Relations

The least marked (or, more accurately, fully unmarked) member
of this system is /a/. In connected texts, this is therefore also the most
frequent phoneme (for example, its frequency in North Zemaitic
Telsiai texts is 13.09% of all phonemes [Girdenis 1981c: 24
(= Girdenis 2000c: 234)] and in the standard language, 10.46%
[Karosien¢, Girdenis 1994 (= Girdenis 2001: 28ff.)]).

§ 154. We have already seen that neutralization further divides
each phoneme class into marked and unmarked members of an oppo-
sition. The neutralization of the voicing correlation divides the
S-subclass into the unmarked members /s § § §/, and the marked
members /z Z 7 7/ of the corresponding oppositions, and divides the
T-subclass into the unmarked /p t k p k/ and the marked /b d g b g/
neutralization, in turn, distinguishes in each subclass the unmarked
members /s §/, /z z/, /p k/, /b g/ of the softness correlation, and the
marked members /5 §/, /2 2/, Ip k/, /b &/.

But even this is not all. The consonants /s/, /S/, /z/, /z/ must be
further distinguished from /3/, /8/, /2/, /2/, since oppositions of the type
/3/ : /3/ are neutralized before /&/, /3/; the archiphoneme is represented
here by [§], [Z], cf.: vesti ‘take, lead-INF’ : ve[§]ciau ‘take, lead-
1SG.SBIV’, vézti (véza) ‘take (by vehicle)-INF’ : vé[§]ciau ‘take (by
vehicle)-18G.SBJV’. This neutralization is triggered only by /&/, /3/,
phonemes related to /§ § 7 Z/-type sounds. These sounds are thus the
marked members of the corresponding oppositions, and /s § z 7/ are
the unmarked members. The correlation mark is to be considered the
palatal or double-peak (palato-alveolar) articulation of the tongue,
characteristic of the marked members /5 § % 7/; thus /8/ = /s/ & /*/ (“* ™
here denotes the palatal feature).

This analysis allows us to fully break down all of the consonant
phonemes belonging to the C (i.e., non-R)-class, that is, to refine those
classifications which we obtained earlier (see § 109 and 110).

The final classification appears as shown in figure 14.

Up through the node marked “3,” this tree diagram coin-
cides with the ones presented above (§ 109 and 110).”" The further
branchings correspond to the following neutralizations (the right branch

! We should add that the markedness of /p p b b/ is also shown by the
neutralization of the opposition /m/ : /n/ only before these phonemes: sémk
‘draw (water)-2SG.IMP’ : sénk ‘grow old-2SG.IMP’, sémti ‘draw (water)-INF’ :
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c
|
| |
S T
|
]
|
|
2
3
4 4 4 4 4
’_i_‘ ’_k_‘ | | |
| | | |
5 5 5 5 5 5 5 5

| | | | | |
N e N R O A O B e |
Il BRIzl 3l B e e KK g /R i pl b b

Figure 14. Classification of C-class consonants

is always the marked member; the left branch, the unmarked):
3, neutralization of /s/ : /§/-type oppositions (palatal correlation),
4, neutralization of the voicing correlation; 5, neutralization of the
softness opposition. The correlation bundles just examined begin with
node 4. The first two bundles are combined into a larger group
beginning with node 3. We might note the complex correlation bundle
(s :8):(z:2):((G:98):(Z:2); the hierarchy of oppositions is
shown by parentheses. The affricates, which are not reviewed here,
present a similar relation.

If we take allophones of similar phonemes as representatives of
archiphonemes in positions of neutralization, we can summarize even
more simply the established phonemes and their relations. We will

sénti ‘grow old-INF’ and kri-[fi]-ta ‘fall-3PRS’ : imta ‘taken’, tri-ii-ka ‘get
confused-3PRS’ : inik ‘take-2SG.IMP’, but ki-m-ba ‘stick-3PRS’ susku -m-ba ‘have
time-3PRS’ (the [n] and [m] which are set off by hyphens are an expression of
the same morpheme: the infix {-n-}). In compound words, this neutralization is
optional; it is blocked by open juncture: [Sé. n+bern1s] ‘bachelor’ — <&é.mbefhis>,
[§"an+balis] ¢ poor entertainment’ — <§ “ambalis>.
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§ 155,156 II1. Phoneme Relations

assign to the voiced class those consonants of the S and 7-types which
never appear word-finally, and to the voiceless class those consonants
which are used in this position. The hushing sibilants will include
those S-type consonants which occur before /€ %/, and the hissing sibi-
lants (that is, those with a single articulatory point, or dentals), those
which do not appear in this position. Hard consonants will be those
which never precede /e e ¢ ie i 1/, and soft consonants, those which
do not occur word-finally, etc. Such phoneme characteristics are
similar in form to those which we established according to syntag-
matic relations.”

§ 155. It now suffices to find characteristic phonetic features for
each category of phonemes thus established; all consonantal phonemes
can then be described as simultaneous combinations of these features.
In fact, we already know some of these features: they are the correla-
tion marks distinguishing the marked members of an opposition from
the unmarked members and corresponding archiphonemes. The pho-
neme /7/, for example, can be broken down into the complex /s/, which
forms the archiphoneme /S/ of the above-mentioned correlation bundle
/((s:8):(z:2)):((3:8): (2:%)) and these correlation marks: ‘hushing-
sibilant’, ‘voiced’, ‘soft’ (abbreviated /2/ = /s/ & /"/ & & /7). Tt
goes without saying that these correlation marks are simultaneously
distinctive features of phonemes.” Thus, from neutralization there is a
straight path to the distinctive features of phonemes and paradigmatic
relations.

h) NEUTRALIZATION OF UNITS OF CONTENT
AND CORRELATIONS

§ 156. Neutralization is not only a phonological phenomenon; units of the
content plane often undergo neutralization as well (see, for example, [Trnka
1958: 866; Hjelmslev 1959: 83ff.; Martine 1969: 101-109]).

%2 Such terms as voiced-voiceless, hushing sibilant—hissing sibilant, soft~hard
(consonants) are introduced here only for convenience. The classification would
remain exactly the same if we were to use completely arbitrary symbols for the
classes (p-class : b-class, s-class: s-class, /-class: r-class, etc.). The phonetic
terms here just denote classes obtained without relying on the physical proper-
ties of sounds.

% Vinogradov was apparently correct in claiming that only neutralization
demonstrates the reality of distinctive features [Vinogradov 1976: 304].
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A classic example of the neutralization of grammatical units is the
Ancient Greek third person of the verb. The plural of this person is distinguished
from the singular perfectly well if the sentence subject is a masculine or femi-
nine noun, but coincides with the singular if the subject is neuter: (1) o
avlOpwmog tpéyer ‘the person runs’ : of avlpwror péyovary ‘the people run’, but
(2) 10 {@ov péxer ‘the animal runs’ : ta {@a péyer ‘the animals run’. The third
person singular form (in this case, 7péyer), which occurs with the neuter plural, is
undoubtedly the unmarked member of the number opposition, and the plural
form (gpéyovorv) is the marked member. The neuter plural of the noun forms a
position of neutralization for the opposition in question.

The neutralization of grammatical units is most often conditioned not so
much by position, as by the broader context and situation. For example, a class-
room of students can always be addressed Gerbiamieji studentai! ‘dear students
(masc.)’, even when there is not a single male student. But the salutation Ger-
biamosios studentés! ‘dear students (fem.)’ would be correct and serious only if
there were no male student in the classroom. Thus the gender opposition is neu-
tralized in certain cases; its unmarked member is masculine gender, and the
marked gender is feminine. Incidentally, this can also be seen from the relative
frequency of gender in connected texts: in Lithuanian social and political jour-
nalism, masculine nouns are approximately 1.5 times more frequent than femi-
nine, and masculine gender-marking pronouns are twice as common as feminine
[Zilinskene 1979: 10; Zilinskiené 1990: 170].

It goes without saying that such neutralizable oppositions of units of con-
tent can be considered correlations (see [Bulygina 1964: 103—-110 and refer-
ences)).

§ 157. Correlations are also characteristic of lexical and semantic linguis-
tic units (cf. [Lyons 1977: vol. 1, 305-311]). These are neutralized particularly
often; the marked members of such correlations are used only when absolutely
required by the situation. We can point to these Lithuanian word pairs as an
example: avis ‘sheep’ : dvinas ‘ram’, Sué ‘dog’ : kalé ‘female dog’, kiaiilé “pig’
kuiljis “boar’, Zgsis ‘goose’ : Zgsinas ‘gander’. Lithuanian speakers would almost
always say Pamaciaii biirj aviy (Sunij, kiailiy, Zgsij) ‘1 saw a flock of sheep (a
pack of dogs / a herd of pigs / a flock of geese)’ and only exceptionally, and then
in a relatively difficult-to-imagine case, Pamaciaii biirj aviny (kalif, kuilig,
Zgsiny) ‘1 saw a flock of rams (a pack of female dogs / a herd of boars / a flock
of ganders)’. Speakers would say the former even if the flock (pack, herd) has in
fact noticeably more rams (female dogs, etc.). Thus, the unmarked members of
these correlations are avis, §ud, kiaiile, zqszs and the marked members, used
only in special cases, dvinas, kalé, kuiljs, Zgsinas.”* Correlation bundles with

% It should be noted that these relations are not as motivated as it may seem at
first glance. For example, the unmarked member of the correlation katé ‘cat’ :
katinas ‘tomcat’ is katé for many AukStaitic speakers, but kdtinas for Zemaitic
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§ 158, 159 II1. Phoneme Relations

one unmarked and two marked members are also fairly frequent: arklys ‘horse’ :
kumélé ‘mare’ : erzilas ‘stallion’, where Lithuanian speakers would undoubtedly
consider arklys the unmarked member.

Synonyms—words distinguished from one another only by so-called con-
notative meanings—are especially often grouped into correlation bundles. Some
of these are unmarked (neutral),” others are positively marked, and still others
are negatively marked: kareivis ‘warrior, soldier’ (unmarked) : karZygys ‘epic
hero’ (positively marked) : karéiva ‘warrior (ironic)’ (negatively marked).

As we see, neutralization suggests for us once again the isomorphism of
units of content and expression (cf. § 103 and 115).

§ 158. Syncretism—the identity of expression, or homonymy, of certain
grammatical forms—should be distinguished from neutralization: Lith. mudu
‘we-1DU.NOM’ = miutdu ‘we-1DU.ACC’, vyrai ‘man-NOM.PL’ = vyrai ‘man-VOC.PL’,
Ru. nr00éi ‘people-GEN.PL’ = nr00éii ‘people-ACC.PL’, oxHa ‘window-NOM.PL’ =
okna ‘window-ACC.PL’, Skt. siinos ‘son-GEN.SG’ = siéinos ‘son.ABL.SG’, etc. But
there is no categorical boundary between these two phenomena: the same fact
can often be treated both as neutralization and as syncretism.96

i) SUMMARY REMARKS

§ 159. Having examined regular constraints on the distribution
of phonemes and on phoneme oppositions, the following more impor-
tant points should be recalled:

1. The regular failure to distinguish phonemes or entire classes
of phonemes in certain positions is called neutralization. In many
cases there is a cross distribution between members of a neutralizable
opposition.

2. Positions in which all phonemes are distinguished are called
positions of relevance (strong positions), and positions in which they
are not regularly distinguished are called positions of neutralization
(weak positions).

3. The shared features of members of a neutralizable opposition
form archiphonemes, which have a distinctive function in positions of
neutralization.

speakers. So, on hearing the usual noise and caterwauling, Aukstaitic speakers
will say Susipjové katés “The cats (fem.) were fighting’, but Zemaitic speakers
Susipjové katinal ‘The cats (masc.) were fighting’. The first utterance seems
comical to Zemaitic speakers; the second, to Aukstaitic speakers.

% This is the so-called dominant of a synonym series.

% In the basic theoretical work of glossematics, [El'mslev 1960b: 343ff.], the
section on neutralization even has the subtitle “Syncretism.”
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4. The phoneme similar to the sound used in a position of
neutralization which is not affected by adjacent sounds (word-final
position, unstressed syllable, etc.) is the unmarked member of the
neutralizable opposition; the phoneme which lacks a similar counter-
part in this position is the marked member of the opposition. The
unmarked member of the opposition coincides with the archiphoneme
in its distinctive phonetic features.

5. The unmarked members of oppositions are almost always
more frequent in connected speech; the marked members are less fre-
quent. Oppositions of other phonemes are often neutralized only
before marked members.

6. Proportional neutralizable oppositions form correlations which
can combine into more complex units—correlation bundles. The fea-
ture by which the marked member is distinguished from the unmarked
member is the correlation mark.

7. Neutralization, like syntagmatic phoneme relations, allows us
to establish natural classes of phonemes.

8. Neutralization and correlative relations are characteristic not
only of phonemes, but of units of linguistic content as well.

§ 160. In conclusion, we will make two more remarks.

1. All languages apparently have optional neutralization for
many oppositions, especially in elliptical or reduced connected speech
(see, for example, [Zabrocki 1965: 600-602]).” In the flow of speech,
oppositions are usually realized only with the distinctness and consis-
tency necessary for content to be understood correctly. Optional neu-
tralization can also result from competing stylistic and sociolinguistic
norms, and directly reflect the dynamics of a synchronic system (cf.
[Weinstock 1981: 283-286]).

2. Neutralization is an important intermediate link between syn-
tagmatic and paradigmatic phoneme relations. Like phonotactic rules
(of syntagmatic relations), it restricts and regulates the distribution of

" The Swedish psycholinguist Linell has convincingly shown that optional
neutralization also occurs in emphatically distinct (sharpened, elaborated) pro-
nunciation [Linell 1979: 55, 100 and references]. This should always be kept in
mind in interpreting the results of phonetic experiments and commutation tests:
they are, after all, always based on just such a pronunciation (so-called clear
speaking style).
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§ 161 II1. Phoneme Relations

phonological units, and at the same time reveals such purely paradig-
matic phenomena as marked and unmarked members of an opposition,
correlations, and correlation marks. In singling out correlation marks,
we have in fact already begun to analyze phonemes into distinctive
features, that is, to treat them not as monolithic elements, but as
simultaneous combinations of smaller elements.

4. PARADIGMATIC RELATIONS

a) GENERAL REMARKS

§ 161. As noted above (see § 88—89), paradigmatic relations, or
oppositions, exist between those phonemes which can replace one
another in the same positions, and therefore differentiate words or
their forms. In addition to the above-mentioned examples, we can
adduce here the following set of words distinguished by a single
phoneme: susti ‘grow mangy-INF’ : siusti ‘send-INF’ : Susti ‘stew-INF’ :
pusti ‘swell-INF’ : busti ‘wake up-INF’ : tusti ‘stick together-INF’ :
dusti ‘choke-INF’ : kusti ‘recover-INF’ : gusti ‘get used to-INF’ : justi
‘feel-INF’ : rusti ‘turn brown-INF’. The relations between their initial
phonemes can be illustrated as follows:

/susti/
s/
/8/
/p/
/b/
It/
/d/
/k/
g/
i/
/t/

There is no essential difference between oppositions which dif-
ferentiate words and oppositions which differentiate word forms; the
same phonemes can distinguish both words and word forms. In stan-
dard Lithuanian, for example, oppositions such as /a’/ : /u’/, /u’/ : /o,
/t/ : /m/ distinguish the words gsg ‘(jug) ear-ACC.SG’ : isg ‘mous-
tache-ACC.SG’, kiiré ‘make (a fire); create-3PST’ : koré ‘hang-3PST’,
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4. Paradigmatic Relations § 161

tarska ‘rattle-3PRS’ : mdrska ‘sheet-NOM.SG’ and the word forms vyrg
‘man-ACC.SG’ : wry ‘man-GEN.PL’ : vyro ‘man-GEN.SG’, véZat ‘take
(by vehicle)-2PL.PRS’ : véZam ‘take (by vehicle)-1PL.PRS’. EAukst.
Utena /m/ : /n/ distinguishes the words mariite. “marinti” ‘extermi-
nate-INF’ : nafi.itze. “narinti” ‘loop-INF> and the word forms rusj.ka.m
“rafikoms, ranikomis” ‘hand-DAT/INS.PL’ : rup.ka.n “raiikon” ‘hand-
ILL.SG’. In the Zemaitic dialects, even the oppositions /k/ : /g/ and /3/ :
/2/, for example, can have this double function: NZem. k.7 “kiilia”
‘thresh-3PRS’ : gd.l “guli, gula” ‘lie, lie down-3PRS’, $ali “Sqli”
‘freeze-2SG.PRS’ : zall “Zalia” ‘green-NOM.SG.F’ and dek “dek” ‘burn-
2SG.IMP’ : deg “déga” ‘burn-3PRS’, ves “ves” ‘take, lead-3FUT’ : vez
“véza” ‘take (by vehicle)-3PRS’.

Nevertheless, certain oppositions more often distinguish deriva-
tional and grammatical meaning, rather than lexical. As noted above
(§ 136), this is characteristic of the Lithuanian timbre correlation for
consonants, which most often distinguishes words having the same
root, but different derivational formations or grammatical forms: pliko
‘bald-GEN.SG.M’ : plikio ‘baldy-GEN.SG’, graZiis ‘beautiful-NOM.SG.M’ :
grazius ‘beautiful-ACC.PL.M’, taisaii ‘repair-1SG.PRS’ : taisiaii ‘repair-
1SG.PST’, etc. In the North Zemaitic dialect, the opposition /e/ : /i/ plays
a similar role, since these phonemes, apart from rare exceptions, con-
trast only in endings: briiol¢ “brélio” ‘brother-GEN.SG’ : brﬁoi’ “brolj”
‘brother-ACC.SG’, nd.sl° “néslio” ‘widower-GEN.SG’ : na.§I' “nasli”
‘widower-ACC.SG’. Elsewhere, almost only [e] is found, or else [¢]
and [i] are in complementary distribution; in either case, the oppo-
sition is neutralized (see § 153). Such oppositions are sometimes called
morphologized oppositions (see [ Vachek 1964: 182 and references]).

More common are oppositions which distinguish only lexical
meaning. For example, an opposition such as Hungarian /a/ : /e/
cannot distinguish word forms, since due to vowel harmony in affixes,
it necessarily undergoes neutralization (cf. § 138). This type of oppo-
sition, where appropriate, could be called lexicalized (see [Vachek
1964: 182]).

Since both lexical and grammatical meaning belongs to the same
content plane of language, the difference between morphologized and
lexicalized opposition is not so important that it would be worth
emphasizing in phonology with special terms. Such terms may
perhaps be useful in morphonological studies.
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§ 162 II1. Phoneme Relations

b) OPPOSITIONS AND SYNTAGMATIC CLASSES

§ 162. The study of syntagmatic relations has shown that pho-
nemes form true oppositions only when they belong to a single syn-
tagmatic class, or paradigm.” Members of so-called indirect opposi-
tions (for example, English /h/ and /n/; see § 60) have a distinctive
function only in the sense that they help form different expressions of
units larger than the phoneme (for example, the word). Their relations
are syntagmatic, rather than paradigmatic.

In Lithuanian, only indirect oppositions exist between any vowel
and consonant phoneme. These are entirely incompatible phoneme
classes. At first glance, it may seem that such word pairs as avis
‘sheep’ : §vis ‘dawn-3FUT’, surés ‘build (of logs)-3FUT’ : sprés
‘decide-3FUT’ contradict this statement; these words, after all, seem to
be distinguished only by the elements /a/ : /§/, /u/ : /p/. In fact,
however, the first words of these pairs fully contrast with the second
words as disyllabic to rnonosyllabic.99 Hence it is words, rather than
their phonemes, which are in paradigmatic relations here. Phoneme
oppositions have an independent distinctive function only when words
agree in the number and order of syllables and in prosodic features.
When these conditions are absent, phonemes are in different positions
(in this case, in different syllables), and therefore do not have an
independent distinctive function (cf. [Saumjan 1962: 73]).

Such is the case in many languages. Only the above-mentioned
[r ] m n]-type consonants (see § 101) form the rare exception; in some
languages these can play the role of syllable nucleus, and thus contrast
with vowels: Skt. aksas ‘axle’ : yksas ‘bear’, vakas ‘talking’ : vrkas
‘wolf’, visas ‘servant’ : vrsas ‘male; bull’ (see also § 101).100

% Panov uses this term only for classes of sounds whose members participate
in general alternations [Panov 1967: 5]. But this is a very individual view (see
also [Reformatskij 1970: 87-88]).

% For an unjustified opposing view, see [Perebyjnis 1970: 49-51 and 188],
where vowel and consonant oppositions are even demonstrated on the basis of
such “minimal pairs” as adpm ‘aorta-GEN.PL’ : mopm ‘cake’ : ayn ‘aoul’ : eyn
‘droning, buzzing’.

1% But even in these languages (for example, Slovak, Czech) syllabic sono-
rants are not used as the expression of independent words [Novak 1966: 130].
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a) PARADIGMATIC RELATIONS AND DISTINCTIVE
FEATURES OF LITHUANIAN CONSONANTS

§ 163. The smallest paradigm of consonantal phonemes in
Lithuanian is the syntagmatic S-subclass, occurring in syllable-initial
[(#)—T]-type positions. In this class, only /s/ and /§/ contrast, or
(exceedingly rarely) /z/ and /Z/, /z/ and /Z/. The consonants /s/ and /z/,
/3/ and /7/ and, all the more so, /s/ and /3/, /3/ and /§/, etc., cannot
contrast here, since before consonants of the 7-subclass, their opposi-
tions are neutralized. Thus, more precisely, there are only two archi-
phonemes which function here: /S/ and /S/; the consonants /s z § 2/
and /§ 7 § 7/ are the representatives of these archiphonemes.

There are no reliable minimal pairs for which the consonants in
question would contrast word-initially, but the reality of their opposi-
tion can be seen from examples of the type spygauti ‘scream-INF’ :
Spygq ‘fig (fam.)-ACC.SG’, staigiis ‘sudden-NOM.PL.M’ : §tai ‘here’.
Lithuanian speakers would perceive a potential word *spyga not as a
variant of the word spyga, but most likely as a not-yet-heard “common
gender” pejorative formed from spiégti ‘squeal-INF’ (cf. in addition
stikg* ‘deceipt-ACC.SG’ : Stikg* ‘a piece-ACC.SG’). These oppositions
are clearly shown by non-initial syllables: kar-sty ‘become bitter-
3SBIV’ : kar-$ty ‘card (wool)-3SBIV’, kar-[z]da-vo ‘become bitter-
3PST.FREQ’ : kar-[Z]da-vo ‘card (wool)-3PST.FREQ’, ri-ski-tés ‘roll-2PL.
IMP.REFL’ : ri-Ski-tés ‘tie-2PL.IMP.REFL’ (on the syllable boundaries,
see § 121-123).

To describe phoneme oppositions means to indicate their dis-
tinctive features. In this case, these features are dictated by the neu-
tralization which occurs before /&/ and /%/, cf. ri-sti ‘roll-INF’ # ri-§ti
‘tie-INF’, but ri-[§]ciau “ris¢iau” ‘roll-1SG.SBIV’ = ri-[§]ciau “risciau”
‘tie-18G.SBJV’ (see § 154). The marked member of this opposition (or,
more precisely, correlation), /§/ (likewise /2/), differs from the
unmarked /s/ (likewise /z/) in the following articulatory properties (cf.
[Vaitkevicitité 1957: 47-56]): a) a greater raising of the tip of the
tongue, b) a second point of articulation, that is, a secondary raising of
the mid-part of the tongue toward the hard palate, c¢) the absence of a
characteristic lengthwise groove in the mid-part of the tongue. The
first difference is especially easy to observe. In pronouncing the series

nnnnn

rising to “the second floor” at the alveolar ridge and then descending
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again to the “first floor” at the lower teeth. To the ear, [§] seems
lower, [S] higher. Based on their auditory impression, Jablonskis
called [§ Z]-type consonants “hushing” sibilants and [s z] “hissing”
sibilants.

These phonetic properties, which determine one another and are
inextricably linked, are the true distinctive features of the oppositions
in question. But for the sake of convenience and simplicity, we usu-
ally select from such complexes some single characteristic and there-
after consider only this characteristic a distinctive feature. A feature
selected in this way is in fact just a conventional label,'”" signalling
the presence of an entire complex (see, for example, [Fant 1970:
52; Melikisvili 1976: 126-131; Romportl 1970: 18; 1977: 240;
Dzaparidze 1979: 102 et passim; Kodzasov 1982: 99, 103-106]).
Functioning as actual distinctive features are only complexes of
phonetic properties (including intrinsic prosodic phenomena and
features of neighboring segments [Bondarko 1979: 25]), sometimes
more complex, sometimes simpler. A distinctive feature is therefore
essentially just as much an abstraction as a phoneme [Vinogradov
1976: 302].

In selecting a “candidate” for distinctive features (that is, for
their “label”), arbitrariness is greatly reduced if we follow certain
objective criteria: we can take into account relations and features of
other oppositions; we can experimentally isolate a property which has
a major influence on comprehending (or recognizing) speech, etc. But
it is probably impossible to avoid arbitrariness completely.

It is most convenient to consider as distinctive features of the
opposition /8/ : /3/ (and /z/ : /2/, /s/ : /3, /2] : /Z/, etc.) the palato-
alveolar articulation of /§/ (and /3/, /2/, /2/) and the dental articulation
of /3/ (and /s/, /z/, /2/). The presence of two points of articulation (/§ §
7 7/), contrasting with a single point (/5 s Z z/), can be considered a
non-essential feature, since in this position, and in general in the
S-subclass, there is no phoneme which would be distinguished by a
single-point palato-alveolar articulation. The corresponding auditory
(impressionistic) features would be “hushing sibilant” (/§ § Z /) and
“hissing sibilant” (/S s Z z/).

1% Therefore some linguists (for example, the American linguist Hill [Hill

1972: 243]) have reasonably suggested calling such features classificatory,
rather than distinctive.
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4. Paradigmatic Relations § 164

§ 164. Another quite limited paradigm of consonantal phonemes
is found in the position [(#)S—R]. Here the T-subclass of consonants
/k/ 2 /t/ : /p/ and (quite exceptionally) /g/ : /d/ : /b/ contrast (see § 109):
skrandg ‘sheepskin coat-ACC.SG’ : sprdndg ‘nape of the neck-
ACC.SG’, strakséti ‘skip-INF’ : spragséti ‘crackle-INF’. A soft [p]
appearing in this position represents the archiphoneme of the
opposition /p/ : /p/ and has no independent distinctive function:
strigtas “bait; carrion’ : s[p]rigtas “fillip’. Soft [t], as we know, is only
an allophone of /t/. There are apparently no minimal pairs with the
opposition /t/ : /k/, but the reality of the opposition is shown by words
of the type skrdbalas ‘wooden bell’ : strakalas ‘fidget’.

An analysis of syntagmatic relations (see § 110, 154) has shown
that these consonants are grouped in the hierarchical order /p b/ : (/k g/ :
/t d/); /p b/ forms a relatively independent set, syntagmatically con-
trasting with the set /k g t d/, and next the /t d/ set is separated from
/k g/, characterized by the freest distribution. It now suffices to assign
to each group an appropriate phonetic property, and we will obtain a
hierarchically-ordered microsystem of distinctive features charac-
teristic of the 7-subclass of consonants.

The consonants /p b/ differ from the other members of the
T-subclass in their labial (or more precisely, bilabial) articulation. In
producing them, the lips form a tight occlusion, which is suddenly
removed. In articulating the other members of this paradigm, the
occlusion is formed with the tongue rather than the lips: /t d/ are
articulated with the tip of the tongue raised against the upper teeth or
alveolar ridge (cf. strakalas “fidget’, strigti ‘stick-INF”), and /k g/ with
the back part of the tongue pressed against the soft palate. Therefore,
/p b/ have the distinctive feature “labial,” and /k g t d/ have the
opposite feature “non-labial.” The consonants /t d/ are distinguished
from /k g/ by the distinctive feature “apical,” contrasting with the
feature “dorsal,” or simply “non-apical.” At first glance the features
“dental”—“non-dental” may seem more convenient, since we have all
but assigned them already to oppositions of the type /s/ : /§/. But we
cannot choose “dental,” since /t d/ have alveolar allophones found in
[—r]-type positions: [strakatas] “strakalas” ‘fidget’, [Stfipas] “stripas”
‘rod’ (see § 59 and 181). We can only consider as distinctive features
those phonetic properties which are common to all allophones of a
phoneme.
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The syntagmatic classification and hierarchy presented above
suggest that distinctive features are organized in a similar hierarchical
order. Thus, first the labials /p b/ contrast with the non-labials (lin-
guals) /t d k g/ (1), and then within the non-labial set, the apical /t d/
contrast with the non-apical (dorsal) /k g/ (2).

This classification can be illustrated with the same tree diagram
used in examining sequences of these phonemes with R-class pho-
nemes (§ 110). Only now we can say that the first node (1) corre-
sponds to the distinctive feature pair “labial”’—“non-labial” (“lingual”),
and the second node (2) to the feature pair “apical”—“non-apical”
(“dorsal”). Further classification and distinctive features are shown by
the neutralization of the voicing correlation, weakly represented in this
position (cf. ai-strg ‘passion-ACC.SG’ : Zai-zdrg ‘furnace-ACC.SG’).
The correlation marks are at the same time also distinctive features
(see § 155 and 160). Thus /g/ and /k/, /d/ and /t/, /b/ and /p/ contrast as
“voiced”—“voiceless” (“non-voiced”) consonants.

Our tree diagram now appears as follows (see figure 15; the right
branches correspond to positive features; the left to negative).

T
|
i
|
|
2
|
| |
3 3 3
K/ o/ 1/ /d/ Jp/ b/

Figure 15. Classification of consonants of the 7-subclass

The tree diagram is interesting in that it shows at the same time
both distinctive features of phonemes and their phonotactic properties.
Those consonants which have the “labial” feature are not used in onset
clusters before /v/, but can appear before /j/. Non-labial consonants
with the distinctive feature “apical” cannot precede /I/ in initial onset
clusters; the dorsal consonants which contrast with these can precede
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all R-class consonants except /j/. The consonantal opposition based on
the features “hard”—“soft” (3) is realized only before vowels and sono-
rants; elsewhere it is neutralized (that is, “disappears”) and only the
archiphonemes, indifferent to voicing, have distinctive function. This
disappearance of features in certain positions also accounts for their
low position in the general hierarchy of syntagmatic relations; the
more positions of neutralization there are, the lower this position.

§ 165.In the position [(#)—R], consonants of the S and
T-subclasses form a single paradigm, the entire C class: svaris
‘weighty’ : Svarus ‘clean’ : tvarius ‘stable, steady’ : dvarus ‘estate-
ACC.PL’ (cf. Zvalis ‘cheerful’, gvaibti ‘faint-INF’), Zligti “fail-INF’ :
plukti “flow-INF’ : blikti ‘fade-INF’, slégti ‘press-INF’ : plékti ‘grow
mouldy-INF’, plésti ‘widen-INF’ : blésti ‘go out-INF’ : klésti ‘prosper-
3PRS’, klaiis ‘ask-3FUT’ : glails ‘close (ranks)-3FUT’. Of the C-type
consonants, only hard and soft do not contrast here; their opposition is
neutralized before consonants (Zigti = /ZIuKti/, liigti = /210Kti/; cf.
§ 136, 150 and table 14).

This paradigm differs from the earlier one in two regards. First,
the phonemes /s/ and /z/, /$/ and /z/ (more precisely, the archipho-
nemes /S/ : /z/, /S/ : /Z/, which are indifferent to hard and soft),
contrast here: svembti ‘ache-INF’: zvembti ‘buzz-INF’, Sliaiikti ‘brush
off-INF’ : Zliaiigti ‘gush-INF’. These oppositions do not require new
distinctive features, since they differ in the same voicing feature as the
second paradigm, /p/ : /b/, /t/ : /d/, /k/ : /g/. Secondly, all S-subclass
members contrast here with members of the 7-subclass. In describing
their paradigmatic relations, it suffices to establish the features
common to both subclasses.

In comparing the articulatorily and auditorily most similar mem-
bers of the S and T-subclasses, for example, /s/ and /t/, /z/ and /d/, /§/
and /k/, /z/ and /g/, we see that in pronouncing S-type sounds, the
speech organs are brought quite close together, but do not form a tight
occlusion; from beginning to end, air can flow through a gap formed
at the place of articulation (at the teeth or alveolar ridge), producing
characteristic turbulence. The stricture is overcome by forcing air
through the gap. In pronouncing consonants of the 7-subclass, the
speech organs form a tight occlusion at the place of articulation
(the lips, soft palate, and teeth or alveolar ridge). In suddenly releasing
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the main or secondary stoppages, " the air abruptly escapes from the
mouth, producing a sound reminiscent of an explosion.

Based on the manner of stricture, we could therefore call mem-
bers of the S-class slit sounds or narrowed sounds, and members of the
T-class stopped sounds or occlusive sounds. But more usual are the
terms fricative (S) and plosive (7)), suggesting sounds according to the
manner (or occlusive effect) of articulation. From a phonological
standpoint, the choice of terms is, of course, irrelevant. Whichever
term we choose, they will nevertheless only be labels for a complex
aggregate of articulations. Henceforth, we will follow the traditional
approach—consonants of the S and 7-subclasses are distinguished by
the distinctive feature pair “fricative”—“plosive” (‘“non-fricative”).
Since these features distinguish the largest syntagmatic classes, they
need to occupy the highest position in the hierarchy of paradigmatic
relations.

Thus consonants in the [(#)—R] position differ firstly in the
distinctive features “fricative” (/s z § Z/)—"“plosive” (“non-fricative”)
(/t d k g p b/). On the basis of frequency and the theory of so-called
universal markedness (see, for example, [Chomsky, Halle 1968: 412;
Postal 1968: 190; Gamkrelidze 1978: 32; Jakobson, Waugh 1978: 32]),
the fricatives can be considered marked: although /s/ is extremely fre-
quent, the fricatives in general are less frequent than the plosives
[Karosiené, Girdenis 1993: 33 (= Girdenis 2001: 70)].

The fricatives further split into the “dentals” /s z/ and the
“palato-alveolars” /§ 7/, and each of these groups into voiced (/z/ and
/z/) and non-voiced (voiceless) (/s/ and /§/), etc. Additional distinctive
features of the plosives and the hierarchy of their paradigmatic rela-
tions have already been examined (see § 164).

In addition to the consonants examined above, a few rare words
may have /& %/, /& 3/ or even /¢ 3/, /c 3/ in the position in question:
Cmikis “strike (of a whip)’, cvikteléti “strike-INF’, dsvikti “stick
together-INF’, cvakséti ‘knock, tap-INF’. All examples of this type are
either onomatopoeic or borrowings, and therefore belong to the mar-
gins of language. We could assign to this set of consonants a special

12 We have in mind nasal (faucal) and lateral allophones of plosives, for

example, putndti [putn’6-ti] “call chickens-INF’, putliis [p utt’us] ‘plump’,
litidnas [1'Ui-dnas] ‘sad’, atliipti [atl"upti] ‘tear off-INF’, vedijs [Vedli's] ‘leader’.
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distinctive feature “affricate,” distinguishing them from other plosives

A
vvvv

sounds intermediate between plosives and fricatives, that is, having
both the features “plosive” and “fricative” (cf. [Steponavicjus 1979:
154; 1982a: 72-73 (table 7)]).

§ 166. In the position [T—V], only consonants of the R-class
contrast: tvdanas ‘flood’ : trdnas ‘drone’; tverikti ‘dam up-INF’ : trefikti
‘strike-INF’. Nearly all possible oppositions are realized after /k/: krai-
kas “litter’ : klaikas ‘horror’, kridkti ‘wheeze-INF’ : klidkti ‘gush-INF’,
krdpas ‘dill’ : kndpas ‘one who stumbles’ : kvdpas ‘smell’, kloti
‘spread-INF’ : knoti ‘bark (a tree)-INF’ (cf. also plduti ‘wash-INF’ :
pjauti ‘cut-INF’, kmynas ‘caraway’ : kljnas ‘wedge’). Before back
vowels, a timbre correlation is possible: pluské ‘a kind of small fish’ :
pliuske ‘billet’, kan-trus ‘patient-NOM.SG.M’ : kan-trius ‘patient-
ACC.PL.M’, pu-tnus ‘plump-NOM.SG.M’ : pu-tnits ‘plump-ACC.PL.M’.

Syntagmatic relations (see § 110) allow us to divide the R-class
as follows: /(n : m) : ((r : 1) : (v :j))/ or, more precisely, /((n : n) :
(m : ) : (((c:D): (1: 1) : ((v:9):]))). Without going into a finer
analysis, we can assign to these classes the following pairs of distinc-
tive features: 1) “nasal” /m m n n/~“non-nasal” /I r v j/, 2) “fricative”
v /' —“non-fricative” (liquid) /1 1.

According to place of articulation and active speech organs, the
consonants /v v/ and /m m/ are labial, and the /n n/ and /j/, which con-
trast with them, are non-labial (or lingual). We cannot characterize the
phonemes /n 0/ as apical or dental, since (though not in this position)
they can also be realized as dorsal (velar) allophones [ §] (see § 56—
58).!" For the phonemes /1 I/ and /r #/, we can use the distinctive fea-
tures of /s/ and /§/-type phonemes: “dental” (/I 1/)—“alveolar” (/r /) or
“double-peak” (/1 1/)—“single-peak” (/r #/). The consonants /I 1/ have
two points of articulation, dental and velar; in pronouncing them, the

% In some Russian dialects, the opposition /¥/ : /j/ is neutralized or even

dephonologized (see [Kasatkin 1966]). This undoubtedly shows the extreme
closeness of phonemes and corresponding sounds of this type.

% Nor can we consider the phonemes /m 11/ bilabial, since they have the
labiodental allophones [m 1ij], for example: limfa [limfa] ‘lymph’, Kromvelis
[kromvelis] ‘proper name Cromwell’. Finally, even [p p] can be pronounced as
labiodental sounds, for example in the words apvaliis ‘round’, apvylé ‘disap-
point-3PST’.
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tip of the tongue forms a tight occlusion against the teeth, and the
dorsal or mid part of the tongue is raised to the soft or hard palate; air
exits through the lowered sides (or one side) of the tongue. The conso-
nants /r f/ are articulated with the tip of the tongue periodically form-
ing and removing one or two, sometimes three brief occlusions (that
is, vibrating) at the alveolar ridge. However, /r ¥/ are also properly per-
ceived when the uvula, rather than the tongue, is trilled, and therefore
it appears that the trilled manner of articulation is more important here
than place of articulation. If this is the case, we should rather assign to
the opposition /1 1/ : /r ¥/ the distinctive feature “trilled” (/r /)~ “non-
trilled” (/1 1/). However, if we view distinctive features only as
conventional labels signalling true phonetic features, we could just as
well select the not-so-unique feature pair “dental”—“alveolar.” In
doing so, of course, we should not forget that the alveolar member of
this class is pronounced as a trilled consonant.

The distinctive features needed for this latest paradigm are

“soft”—“non-soft” (“hard”). This is the already familiar feature of the
timbre correlations /I/ : A/ = /t/ : /§/ = /n/ : /i, etc. (see § 136 and
fn. 65). The consonant /j/ in general does not participate in this cor-
relation, and /v/ : /¥/ and /m/ : /m/ contrast only in non-initial syl-
lables: er-dviis ‘spacious-NOM.SG.M’ : er-dvitis ‘spacious-ACC.PL.M’,
j-sa-kmis ‘peremptory-NOM.SG.M’ : j-sa-kmiiis ‘peremptory-ACC.PL.M’.

We have thus obtained the following distinctive features for
R-class consonants: 1) “nasal”—“non-nasal,” 2) “fricative”—"non-frica-
tive,” 3) “labial”—“non-labial,” 4) “dental”—“alveolar” (‘“non-dental”),
5) “soft”—“non-soft” (“hard”). These features, except for the second,
all differentiate consonants of other types as well. This is a positive
characteristic of the chosen feature system: distinctive features are
more valued the more phonological units they characterize and
distinguish, and, of course, the more realistically and simply they
reflect the physical qualities of sounds representing phonemes.

§ 167. Still another partial consonant paradigm is formed in the
position [S—V], where consonants of the 7 and R-type are possible:
spdrg ‘rafter-ACC.SG’ : stdrq ‘gopher-ACC.SG’ : skdrg ‘shawl-ACC.SG’:
svarqg ‘weight-ACC.SG’, spuogg ‘pimple-ACC.SG’ : sluogg load-
ACC.SG’ : slitiogg ‘mudslide-ACC.SG’ sruogq ‘skein-ACC.SG’ spzrtz
‘kick-INF’ : stirti ‘grow stiff-INF> : skirti ‘dlstlngulsh INF’ © svirti
‘bend-INF’, stiegti ‘thatch (a roof)-INF’ : sriegti ‘screw-INF’. This is
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4. Paradigmatic Relations § 167

not a random accumulation of phonemes: these consonants all form a
common auditory class, contrasting with fricatives (cf. § 105, fn. 17).
Before back vowels in the position [S—V], a timbre correlation is also
possible: sluogas ‘load’ : slivogas ‘mudslide’, likewise dra-skail ‘tear-
1SG.PRS’ : dra-skiaii ‘tear-1SG.PST’, lai-Sky ‘letter-GEN.PL’ : lai-Skiy
‘rancid-GEN.PL’, du-slus ‘voiceless-NOM.SG.M’ : du-slius ‘voiceless-
ACC.PLM’, mi-$rus ‘mixed-NOM.SG.M’ : mi-$rius ‘mixed-ACC.PL.M’,
nuo-zZmiis ‘fierce-NOM.SG.M’ : nuo-zmius ‘fierce-ACC.PL.M’.

Up to this point, we have examined only oppositions among
phonemes belongmg to the 7 and R-classes, that is, those like sparas :
svdras, stiegti : sriegti, etc. A distinctive feature for these classes is
intuitively easy to understand. Consonants of the 7-type are fully non-
musical sounds; they are true noises and rustlings, which only occa-
sionally (in the case of /g d b/) have a small admixture of pitch. Of all
consonants, the R-type consonants /I r v j n m/ are closest to pure
musical sounds. In producing these, the vocal cords vibrate, but the
noises formed in the mouth are not distinct: the airstream exits without
greater obstruction. In pronouncing /v j/, the main passageway is suf-
ficiently free; in pronouncing /r/, this passageway is periodically
opened; in pronouncing /n m/ and /l/, the air exits freely along a sec-
ondary path (through the nose or along the sides of the tongue).

If all consonants are pronounced with roughly equal effort,
members of the R-class are far more sonorous and easily heard. For
this reason, they are called resonants or sonorants (from Lat. sonorus
‘sonorous, loud’).'"” The term sonant is also used (from Lat. sonans
‘sounding’, see [Zinder 1979: 112—113 et passim]), but it is somewhat
ambiguous, since it is often used only for syllabic sounds of the [1 r n
m]-type (especially in Indo-European studies).

Sonority could serve as a common distinctive feature of R-type
consonants, contrasting with the non-sonorous, or obstruent nature, of
all other consonants. Moreover, the fact that sonorants are syntagmati-
cally and phonetically closest to vowels suggests that they form an
intermediate class; consequently, they either have both features
“vocalic” and “consonantal,” or they have neither feature. But such a
solution is somewhat suspect, since, after all, the members of the

1% On the sonority of [j] and [v]-type sounds in other languages, see also
§ 108 (fn. 29) and [Avanesov 1956: 186; Padluzny 1969: 96].
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R-class in Lithuanian do not occupy positions typical of vowels: they
are never syllable nuclei. For Sanskrit, Czech, Slovak, or Serbo-
Croatian, this approach is quite acceptable, since in these languages
such sounds can also function as vowels (see § 101 and § 162).

Otherwise, the members of the paradigm in question contrast
just as in other positions: sonorants as in the [T—V]-type position,
and non-sonorants (plosives) as in [S—R] and [(#)—R]-type
positions. Only here, of course, the timbre correlation mark “soft”—
“non-soft” (“hard”) is added, which is neutralized in the previous
positions: dra-skaii : dra-skiail, nuo-zmiis : nuo-zmius.

§ 168. We finally come to the basic position [(#)— V], in which
all consonants function as a single paradigm: sits ‘become mangy-
3FUT’ : siis ‘go mad-3FUT’ : Sus ‘stew-3FUT’ : Zus ‘perish-3FUT’ : pus
‘rot-3FUT’ : bus ‘be-3FUT’ : tus ‘clump together-3FUT’ : dus ‘choke-
3FUT’ : ks ‘recover-3FUT’ : kius “wear out-3FUT’ : gus ‘get used to-
3FUT’ : Cius ‘grow quiet-3FUT’ : dzius ‘dry-3FUT’ : jus ‘you-ACC.PL’ :
mits ‘We-ACC.PL’ : rus ‘turn brown-3FUT’. Strictly speaking, all
consonants are fully possible only before back vowels (that is, in
[(#)—V"]-type positions), since before front vowels (in the position
[(#)—V']) the softness correlation is neutralized, and the correspond-
ing archiphonemes are represented by consonants close to the soft
ones.'"

In this position, all consonantal features have a distinctive func-
tion. Here as well, the basis for oppositions is formed by features
which characterize syntagmatic phoneme classes. When phonemes
occupy a position characteristic of their syntagmatic class, the features
become automatically dependent on that position; they become, as
they say, irrelevant, or redundant (cf. [Sigurd 1968: 462]), and there-
fore rules for the structure of sequences are sometimes called redun-
dancy rules (see, for example, [Stanley 1967]). When members of dif-
ferent syntagmatic classes find themselves in the same position, the
features of the syntagmatic classes function as basic distinctive fea-
tures of the corresponding phoneme classes.

1% Before /i- ie/, they coincide almost completely with the realizations of soft
phonemes, and before /i e ¢ e/ they depend very much on the origin of the
speaker, or even the speaker’s parents. For example, speakers with a “Suvalkija”
dialectal background pronounce in the second case intermediate semi-soft con-
sonants; they fully soften only [k g], and in part [§ Z] (cf. § 143 and references).
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Distinctive features which coincide with features of a syntag-
matic class can be illustrated with the following minimal pairs.

(1) “Sonorant”“non-sonorant” (members of the R and C-classes
contrast): justi ‘feel-INF’ : siusti ‘go mad-INF’, laitks ‘wait-3FUT’ :
zaiiks ‘sob-3FUT’, lefikti ‘bend-INF’ : Zefigti ‘step-INF’, rdgas ‘horn’ :
Zdgas ‘haystack’, vd-rio ‘copper-GEN.SG’ : vd-Zio ‘sleigh-GEN.SG’,
rievé ‘(tree) ring’ : Zievé ‘crust’, jaiisti ‘feel-INF’ : kiadisti ‘languish-
INF’, jaunu ‘put into disorder-1SG.PRS’ : dZidunu ‘hang to dry-3PRS’,
kal-va “hill’ : kal-ba ‘speech’, virti ‘boil-INF’ : birti ‘fall, pour-INF’,
maldg ‘prayer-ACC.SG’ : baldg ‘knock-ACC.SG’, ki-miiis ‘hoarse-
ACC.PLM’ : ki-bius ‘adhesive-ACC.PL.M’, ndro ‘diver-GEN.SG’ : ddro
‘do-3PRS’, nirti ‘dive-INF’ : dirti ‘flay-INF’, lipti ‘peel-INF’ : dubti
‘become hollow; sink-INF’, leiikti ‘bend-INF’ : defigti ‘cover-INF’,
rantytas ‘notched’ : dantytas ‘toothed’, refigti ‘prepare-INF’ : dengti
‘cover-INF’.

(2) “Fricative”“non-fricative” (members of the § and T-sub-
classes contrast): sukti ‘twist-INF’ : tukti ‘grow fat-INF’, silpti ‘grow
weak-INF’ : tilpti “fit-INF’, Sova ‘bolt’ : kova ‘struggle’, Siurti ‘bristle-
INF’ : kitrti ‘become full of holes-INF’, $itas ‘this’ : kitas ‘other’, Susti
‘stew-INF’ : puisti ‘blow-INF’, §irmas ‘gray’ : pirmas ‘first’, zpkti
‘hum-INF’ : dykti ‘become spoiled-INF’, zilinti ‘cut with a dull knife-
INF’ : dilinti ‘use up by rubbing-INF’, Zalia ‘green-NOM.SG.F’ : galic
‘power’, Zeisti ‘wound-INF’ : geisti ‘desire-INF’, Ziido “kill-3PRS’ : bido
‘wake up-3PST’, Zébras ‘mottled’ : bébras ‘beaver’. Also belonging to
this group are oppositions of fricative consonants and the correspond-
ing affricates (3): sirpti ‘ripen-INF’ : cirpti ‘chirr-INF’, Sitpti ‘become
frayed-INF’ : Ciupti ‘grasp-INF’, Zidung ‘jaw-ACC.SG’ : dzidung ‘drying
(tr.).'”

The fricative consonants [f f], [x X] and [h h],'” found only in
words of foreign origin, can also contrast with plosives: faktas ‘fact’ :

1% The stress of this participle is already an accentological archaism, and the

minimal pair is therefore not fully reliable.

18 1t §s interesting that in Lithuanian dialects, [f] is most often perceived as an
optional variant of [p] marking expressive function, indicating that a word
belongs to the elevated layer of the lexicon: NZem. afaléing “apelsinai”
‘oranges’, fo.lka “polka” ‘polka’, fudra “pudra” ‘powder’ (a pronunciation of
this sort is more characteristic of pretentious speakers of the older generation).
On similar phenomena in other languages, see, for example, [Vachek 1968: 63;
Alieva et al. 1972: 41].
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pdktas ‘pact’, chalva [xatva] ‘halva’ : kalva ‘hill’ (cf. also hale
‘hall-ACC.SG’ : gdlig ‘power-ACC.SG’, fotogrdfy ‘male photographer-
GEN.PL’ : fotogrdfiy ‘female photographer-GEN.PL’, kazdchy ‘male
Kazakh-GEN.PL’ : kazdchiy ‘female Kazakh-GEN.PL’). But they do not
belong to the syntagmatic S class, since they are used in positions of
T-type plosives: sfera ‘sphere’, scholdstika ‘scholastics’, frdzeé ‘phrase’,
chromas ‘chrome’. If only because of this, these consonants should be
considered marginal elements, not belonging to the syntagmatic
classes of the core, native system (see § 108, fn. 32, also [Danes 1966;
Romportl 1966: especially 108; Linell 1979: 182, 195-197]). The
phonologists of the “old” Prague School called such sounds syn-
chronic foreignisms;'”” and the descriptivists, members of a secondary
(coexistent) system (see, for example, [Fries, Pike 1949]; cf. also
[Harris 1963: 9; Lightner 1971]). The marginal nature of these
phonemes is most clearly shown by their very low frequency (cf.
[Svecevicjus 1966; Karosien¢, Girdenis 1993 (= Girdenis 2001: 64ff.)];
cf. [Perebyjnis 1970: 34-46, 205]). Marginal elements also include
various consonants used only in onomatopoeic words or in calling
animals, like the labial trilled sonorant pronounced in “words” of the
type tpritka ‘sound used in calling a cow’, tprukuté ‘id. (dim.)’, tprii
‘whoa’, the ca ca-type sucking affricate [dental click] [}] of
interjections, etc. These, of course, are even further removed from the
system’s core than the above-mentioned [f], [x] or [h] [Trubetzkoy
1977: 205f. = Trubeckoj 1960: 255].

In the position [(#)—V], as elsewhere, labial and non-labial (4)
plosive (7-type) consonants contrast: povas ‘peacock’ : kovas ‘rook;
March’, pilti “pour-INF’ : kilti ‘rise-INF’, purksti ‘sprinkle-INF’ : turksti
‘dabble (of a duck in water)-INF’, pilti ‘pour-INF’ : tilti ‘grow
quiet-INF’, biisti ‘wake up-INF’ : gisti ‘get used to-INF’, birti ‘fall,
pour-INF’ : girti ‘praise-INF’, busti ‘wake up-INF’ : diusti ‘stifle-INF’,
birti “fall, pour-INF’ : dirti ‘flay-INF’, likewise (5) non-labial apical
and dorsal: fas ‘that’ : kas ‘who, what’, #i§ ‘become sodden-3FUT’ : kis
‘stick in-3FUT’, ddves ‘having given’ : gdves ‘having received’, dirti
‘flay-INF* : girti ‘praise-INF’. Additionally, in exceptional cases,
affricates (6) can contrast with simple plosives here: kitirinti ‘make

19 Trubetzkoy [Trubetzkoy 1977: 205 = Trubeckoj 1960: 255] speaks directly
of foreign sounds.
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full of holes-INF’ : ciurinti ‘dirty-INF’, kiurti ‘become full of holes-
INF’ : ciurti ‘become dirty-INF’, tapnoti ‘tap-INF’ : capnoti ‘drip-INF’,
tirpti ‘“melt-INF’ : cirpti ‘chirr-INF’.

Nasal sonorants and non-nasal consonants (7) contrast in such
words as nasiis ‘productive; fruitful-NOM.SG.M’ : lasus ‘drop-ACC.PL’,
gi-niaii ‘drive (cattle)-1.SG.PST’ : gi-liaii ‘deeper’, nikti ‘undertake
speedily-INF* : likti ‘leave-INF’, ndgas ‘claw’ : rdgas ‘horn’, miiikti
‘mumble-INF’ : riitkti ‘sob-INF’, nikti “undertake speedily-INF’ : rikti
‘make mistakes-INF’, mdigyti ‘crumple-INF’ : ldigyti ‘gambol-INF’,
de-miy ‘spot-GEN.PL’ : de-liyj ‘leech-GEN.PL’, mygti ‘press-INF’ : [ygti
‘haggle over-INF’, mdkaras ‘stick for beating’ : vakaras ‘evening’,
midus ‘mead’ : vidis ‘inside’, jukti ‘get mixed, blended-INF’ : nitikti
‘be gloomy-INF’. The features “fricative”—"“non-fricative” (8) have a
distinctive function in the minimal pairs gi-jai ‘recover-1SG.PST’ :
gi-liaii ‘deeper’, gija ‘thread’ : giria ‘forest’, vaikas ‘child’ : laikas
‘time’, vaikyti ‘chase-INF’ : raikyti ‘slice-INF’, Zaviy ‘charming-GEN.PL’ :
Zaliy ‘green-GEN.PL’. Labial-non-labial (9) fricative sonorants con-
trast in such cases as std-viu ‘stand-1SG.PRS’ : sto-ju ‘(take a) stand-
1SG.PRS’, sto-vi ‘stand-2SG.PRS’ : sto-ji ‘(take a) stand-2SG.PRS’;
labial-non-labial nasals (10) in the words mdras ‘plague’ : ndras
‘diver’, gi-miaii ‘be born-1SG.PST’ : gi-niaii ‘drive (cattle)-1SG.PST’,
miésti ‘dilute-INF’ : miézti ‘itch-3PRS’; dentals—alveolars (11): lope
‘patch up-3PST’ : ropé ‘turnip’, va-liaii ‘clean-1SG.PST’ : va-riai ‘drive
(cattle)-1SG.PST’, Iyti ‘rain-INF’ : ryti ‘swallow-INF’. Further features
are already known from the survey of neutralization and correlations
(see § 135-136, 143—-146). These are palato-alveolar—dental fricative
non-sonorants (12): sdlti ‘freeze-INF’ : sdlti ‘malt-INF’, Siaurus ‘rough-
NOM.SG.M’ : siaurus ‘narrow-ACC.PL.M’, $ekit ‘here you are!’ : sekit
‘watch-2PL.IMP’, Zefigti ‘step-INF’ : zeiigti ‘buzz-INF’, Zilinti ‘make
grey-INF’ : zilinti ‘cut with a dull knife-INF’, voiced—voiceless non-
sonorants (13): zaiikti ‘sob-INF’ : saiikti ‘sing (with prolonged voice)-
INF’, zirgti ‘snivel-INF’ : sirgti ‘be ill-INF’, Zalia ‘green-NOM.SG.F’ :
Salia ‘alongside’, Ziaurus ‘cruel-NOM.SG.M’ : Siaurtis ‘rough-NOM.
SG.M’, Ziébti ‘light-INF’ : $iépti ‘bare one’s teeth-INF’, biiti ‘be-INF’ :
piiti ‘Tot-INF’, byla “(court) case’ : pyla ‘pouring rain’, daryba ‘forma-
tion’ : taryba ‘council’, derlius ‘harvest’ : terlius ‘sloven’, galéti ‘be
able-INF’ : kaléti ‘be imprisoned-INF’, pi-giti ‘cheap-INS.SG.M’ : pi-kits
‘pitch-INS.SG’, geistas ‘desired’ : keistas ‘strange’; finally, soft-hard
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(non-soft) consonants (14): Za-viiis ‘charming-ACC.PLM’ : Za-vius
‘charming-NOM.SG.M’, ra-mitis ‘calm-ACC.PL.M’ : ra-mus ‘calm-NOM.
SG.M’, etc. (see § 136 and fn. 29).

§ 169. Thus the entire system of consonantal paradigmatic rela-
tions has taken shape, described by the following pairs of distinctive
features:

1) “sonorant”“non-sonorant” (“‘obstruent”), 2) “nasal”—“non-
nasal,” 3) “fricative”"“non-fricative,” 4) “affricate”—“non-affricate,”
5) “labial”—*“non-labial,” 6) “apical”—“non-apical,” 7) “palato-alveolar”—
“non-palato-alveolar,” 8) “voiced”—"“voiceless,” 9) “soft”—“hard” (“non-
soft”).

Every consonant can now be defined as a combination of these
features (the dash here means minus): /p/ = /“—sonorant” & “—fricative”
& “—affricate” & “+labial” & “—voiced” & “—soft”/, /Z/ = /“~sonorant”
& “+fricative” & “+palato-alveolar” & “+voiced” & “+soft”/, etc.
Every phoneme is always distinguished from every other phoneme by
at least one feature, and no phoneme has a feature which would not
distinguish it from at least one other phoneme. Other properties of
sounds representing phonemes can be derived from these features by
general rules. For example, /“+son” & “—nas” & “—fric” & “+alv’/ —
[“+trill”], /“~son” & “—vce”/ — [“+tense”], etc.''”

§ 170. Complexes of distinctive features defining each phoneme,
or in other words, forming their phonological content (Ger. Phonem-
gehalt, phonologischer Gehalt [ Trubetzkoy 1977: 59], Ru. ¢hononozu-
yeckoe cooepoicanue [Trubeckoj 1960: 73]) are most conveniently
presented in so-called phoneme matrices, borrowed from information
theory (cf. [Svégzda 1980: 46, figure 4.3])—tables in which the col-
umns correspond to phonemes and the rows to distinctive features.
When a phoneme has a positive distinctive feature, we mark a plus at
the intersection of the row and column; when it has a negative feature,
a minus. If a feature is in general lacking in a phoneme, or irrelevant,
we mark the intersection of row and column with a zero (cf. [Cerri,
Challe, Jakobson 1962: 286-287]).

"9 On the relativity of the concepts of relevant and irrelevant features, see, for
example, [Achmanova 1966: 5; Fretheim 1981: 299]. Contemporary phonology
generally does not reject any features; it only establishes their hierarchy (cf.
[Panov 1967: 163—164]).
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The matrix for Lithuanian consonants would be as follows (see
table 16; for technical reasons the symbols here for hard phonemes
mark both hard and soft phonemes).

Table 16. Phoneme matrix for the consonants of standard Lithuanian

No Distinctive Phonemes

) features klglt|d|p|lblc|l3z|c|5|s|z|s|Z]|l|r|j|v]n

1 sonorant S O O O U U AU B B O
(non-sonorant)

o | masal ololofojolo|ololo|ololo]o]o|—|—|-|-|+|+
(non-nasal)
fricative

3 (non-fricative) NN NN

4 | affricate. —|=|=|=|=|=|+|+|+|+|o|o|o]o[olo|0]0]0]|0
(non-affricate)
labial

5 (non-labial) +|+{0/0|0|0|0|0|0[0]O0|0|—|+|—|+

6 |apical ~|—=|+|+|o|olo|olo|o|o|olo|olo|o|o]olo]|0
(non-apical)

7palato-alveolar000000__++__++_+0000
(dental)

g | voiced —|+|=|+|=|+|=|+|=|+|=|+|=|+l0l0l0l0]0]0O
(voiceless)

9 soft e B e e e e e e e e EE EX EX EA N N ES e
(hard)

This classification can be illustrated by the following tree dia-
gram (see figure 16).

If we compare the left side of the tree diagram (beginning with
the second node) with the tree diagram obtained in studying the syn-
tagmatic relations and neutralizations of consonants (see § 154), we
see that, apart from the affricates, which were not considered there,
this is pure coincidence, explained by the fact that in the previous tree
diagram, the basic consonant classes are arranged in the order in
which phonemes appear in sequences, whereas here we are following
the usual order in phonology and all positive features branch to the
right.

Thus the tree diagram, and in general the system of distinctive
features, well reflects both the syntagmatic and paradigmatic relations
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3 3/_|2;
L |
Rl L
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Figure 16. Tree diagram of consonant classification
(for the meaning of the numbers, see table 16; right branches correspond
to positive features, left branches to negative).

of consonantal phonemes. It also shows the correlations and correla-
tion bundles characteristic of the Lithuanian system. The softness cor-
relation is characteristic of phonemes contrasting in feature pair 9 (not
shown in this tree diagram), the voicing correlation in feature pair 8§,
hushing sibilants in feature pair 7; beginning with feature 7, correla-
tion bundles combine the correlations of hushing sibilant (7), voicing
(8), and softness (9). Beginning with feature 8, correlation bundles
combine correlations of voicing (8) and softness (9). Neutralization
itself can be concisely defined as follows: feature pair 9 is distinc-
tively used only in the position [—V"], pair 8 in the positions [—}]
(cf. [Ivanov 1962: 168]).

An archiphoneme can now be characterized as a phoneme which
is not fully specified. For example, the specification for the final
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3

consonant of the word fas ‘that’ would be: “—sonorant” (—1) &
“+fricative” (+3) & “—palato-alveolar” (—=7). At this point, the specifi-
cation breaks off, since the features of voicing (8) and hardness—
softness (9) have no distinctive function word-finally. The
specification for the second consonant in the word vésciau [VéS€au]
‘take, lead-1SG.SBJV’ would break off still earlier, having only the
features “—sonorant” (—1) and “+fricative” (+3), since before /&/
neither feature 7, 8, or 9 has a distinctive function; a voiceless, palato-
alveolar, palatalized (soft) articulation appears here automatically.

) DISTINCTIVE FEATURES OF VOWELS IN STANDARD
LITHUANIAN

§ 171. The paradigmatic relations and distinctive features of
vowels in standard Lithuanian can be described as follows.

The vowel system, as we have seen (see § 100), consists of the
phonemes /i i ¢ e e aa o uu/ (vowels of uniform articulation) and
/ie uo/ (vowels of changing articulation, cf. § 83). Besides these,
in words of foreign origin (sometimes also in Lithuanian “non-
traditional” proper names, cf. Nijolé),'"" a weakly rounded [5] is also
found: jonai ‘ions’, §kotas “Scot’, tostas ‘toast’; like [f f x X h h] (see
§ 168), it undoubtedly belongs to the margins of the phonological
system.

In words of foreign origin, some speakers of standard Lithuanian
also pronounce a close [e]''? (usually only in stressed syllables, but cf.
[Pakerys 1978: 21]), for example, [akadémijee] “akademija” ‘acad-
emy’, [Métras] “meétras” ‘meter’, [tekstas] “tékstas” ‘text’, or even—
quite improperly—[akadémijee], [méetras], [tekstas] (with hard [d], [m],
[t] etc.). This is an optional sound, since according to the traditional
Suvalkija norm a simple short [e], the same as in forms of the type
sekti ‘watch-INF’, vezty ‘take (by vehicle)-3SBJV’, is pronounced in its

2 <

"' The categorical requirement to pronounce a long /o*/ in such names (cf.

also Aldona, Aldonas, etc.]) is now old-fashioned; a long vowel is not pro-
nounced here in any dialect which has securely preserved quantity oppositions
(see, for example, [Keinys 1976: 101]).

"2 This sound is considered a fully independent phoneme in, for example, the
first academy grammar of Lithuanian (see [Ulvydas 1965: 48-49, 51], cf. also
[Vaitkeviciuté 1961: 24-25; Mikalauskaité 1975: 17-18; Pakerys 1978: 21;
1986: 38-39 et passim]). For a criticism of this view, see [Kazlauskas 1966: 75].
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place. Due to this optionality and other peculiarities of usage, [¢] (and
even more so [g]) should be considered a “Janus” phoneme (cf. § 66),
or a combination of the phoneme /e/ and a sociolinguistic “proso-
deme” (that is to say, a sociolinguistic variable). This “prosodeme”
performs an expressive function: it shows that the word belongs to an
elevated style and that the speaker is demonstrating an actual or
imagined high social status. The sound [¢] should not be considered a
true (even if marginal) phoneme, since its purpose is not distinctive.
Nor do its optional usage and special expressive nuance allow us to
treat it as a normal phoneme. In the best case, it is only a phoneme of
certain urban sociolects.

§ 172. Based on their relations with consonants, vowel pho-
nemes split into two syntagmatic classes, or paradigms. Before the
vowels /i1 ¢ ie e e/ only soft (or at least softened) consonants occur;
the softness correlation is neutralized before these. Before the vowels
/u u o uo/ (and also [0]), both hard and soft consonants can occur;
thus, these vowels form a position of relevance for the softness corre-
lation. The first paradigm (/i i-.../) can be denoted by the symbol ¥,
and the second (fu u'.../) by V" A

It is well known that the members of the first paradigm (V") dif-
fer from those of the second paradigm in that, in producing them, the
entire tongue advances toward the front of the mouth, its tip
approaching the lower teeth, and the mid-part of the tongue is more or
less raised toward the hard palate. The members of the second para-
digm (V") are realized by two types of allophones. After a pause or a
hard consonant, “pure” back allophones are used (see [Vaitkeviciiité
1961: 24, 32-39; Ulvydas 1965: 48, 53-56; Mikalauskaité 1975: 21—
22]). In pronouncing these, the tongue is retracted towards the throat
(the pharynx), the tip of the tongue moves away from the lower teeth,
and the back of the tongue is raised more or less toward the soft
palate. After soft consonants and /j/, the so-called fronted allophones
[u u uo 0] are found. At the beginning of their pronunciation, the
tongue is well advanced, but then generally pulls back to the position
of the basic allophones [VaitkeviCitté 1961: 44]. Hence these allo-
phones are not uniform, and are somewhat reminiscent of diphthongs,
or more precisely diphthongoids—vowels of changing articulation
reminiscent of diphthongs (Gk. dipfoyyov “diphthong’, eidoc
‘appearance’).
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Based on these properties, we can assign the distinctive feature
“front” to vowels of the V' set, and “back” to vowels of the V" set.
Since vowels of the V” set are the unmarked members of the opposi-
tions /u/ : /i/, o’/ : /g/, etc. (cf. § 144), we might use in place of the
feature “back” the more neutral and (considering the fronted allo-
phones [u], [u], etc.) perhaps even more accurate term ‘“non-front.”
We will, of course, also include among these non-front vowels /a a*/,
which are quite often realized as central allophones and optional vari-
ants (cf. [Mikalauskaité 1975: 22]); short /a/ is especially often real-
ized with central variants (a narrow transcription would require that
we write it as [a] and distinguish it from the clearer back [a:]). The
phonemes /a a‘/ contrast with /e e’/ only in the position [#—] and (if
we treat [t d] as allophones of /t d/) after /t d/, cf. gsg ‘(jug) ear-
ACC.SG’ : ésg ‘be-PRS-AP.N.PL.M’, tdko ‘path-GEN.SG’ = /td'ko’/ : téko
‘fall to-3PST’ /t&'ko*/, taku ‘path-INS.SG’ : teku ‘marry-1SG.PRS’ (on
the relationship between /a/ and /e/ see also § 59, 143).

Examples of the opposition can easily be found in inflectional
morphemes: gali ‘be able-2SG.PRS’ : galii ‘be able-1SG.PRS’, 5]
[t°5°1i] “distance-ACC.SG’ : 6liy [t°6-1°0w] ‘distance-GEN.PL’, laukiné
‘wild-NOM.SG.F’ : laukinio ‘wild-GEN.SG.M’, gailies ‘repent-2SG.PRS.
REFL’ : gailitios ‘repent-1SG.PRS.REFL’. In other positions they are far
less frequent: ispuole ‘fall out-3PST’ : uZpuolé ‘attack-3PST’, ydos
‘vices’ : iidos ‘fishing rods’, éda ‘eat-3PRS’ : dda ‘skin’, ésg ‘be-PRS-
APN.PLM’ : gsq ‘(jug) ear-ACC.SG’.

Thus, the two main vowel classes would be:

I. Front vowels: /ii- ¢ ie e e/.
II. Non-front vowels: /uu- o uo a a‘/.

§ 173. All non-front vowels, except for /a a'/, have yet another
feature, at least at the beginning of their articulation: in producing
them, the lips are rounded and somewhat protruded (for labiograms,
see [Vaitkeviciute 1961: 26; Ulvydas 1965: 48—49]). In producing
front vowels, on the other hand, the lips are pressed against the teeth
and their edges are drawn to the side; in pronouncing /a a‘/ the lips are
quite relaxed, neutral. Thus the vowels /u u* o uo/ are rounded, or
labialized, while /i i ¢ ie € e a a’/ are unrounded, or non-labialized.

These features are quite significant. If, for example, we were to
attempt to maintain a normal tongue position in pronouncing [u'] but
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keep the lips as if pronouncing [i'], we would get the sound [w:], quite
foreign for Lithuanian, which no one would perceive as a variant of
the phoneme /u’/. If in pronouncing [a‘] we were to protrude the lips as
if pronouncing [u'] or [o°], we would get /o'/, which most Lithuanian
speakers would probably perceive as a variant of the phoneme /o°/.
Rounded [i* ¢] are perceived as the foreign sounds [y: @:], or as
demonstrating a corresponding emotional tonality (see § 17).""* Thus
lip-rounding is an important phonetic property, helping distinguish
certain non-front vowels from front vowels. But this property cannot
be considered a distinctive feature, since it is not common to all mem-
bers of the class /a a 0° uo u u/. If we were to choose the feature
“rounded”—“unrounded,” [a] and [a'] would find themselves in the
same class as /e e ie ¢ 11/, although from a functional standpoint they
cannot belong to this class, since they do not soften preceding conso-
nants. In choosing these features, the symmetry of paradigmatic rela-
tions would also break down:''* we would have four phonemes more
in the unrounded class than in the rounded class.

Nevertheless, lip-rounding cannot be completely dismissed: it is
quite an important secondary feature, reinforcing the oppositions of
front and non-front vowels.

§ 174. The vowels /a/ and /e/, /a’/ and /e/ are distinguished from
other vowels in that they are in complementary distribution in all
positions except [#—] and perhaps [—] (cf. § 53). After hard conso-
nants, only [a a‘] are possible, and after soft consonants, only [e e'].
Out of context, most speakers of standard Lithuanian cannot distin-
guish by ear such words as gilés ‘acorn-ACC.PL’ : gilias ‘deep-ACC.
PL.F’, gile ‘acorn-ACC.SG’ : gilig ‘deep-ACC.SG.F’ (see [Kazlauskas
1967: 238; 1968c and references]). This can also be seen from the
rhymes of classical Lithuanian poetry:'"”> Vincas Mykolaitis-Putinas,

"3 In speaking very tenderly and affectionately, Lithuanian speakers may

labialize all sounds, pronouncmg, for example the words mazyté mergyteé ‘little
girl’ approximately [m°aZ"{i't°6- M3 g Gt"6°].

""* One must agree with Steblin-Kamenskij [1964] that symmetry in and of
itself is not a definitive argument for phonological decisions, but it should not be
ignored, unless there are good reasons for doing so.

'3 On the importance of rhymes for phonology, see [Trubetzkoy 1938: 137—
138; Ivanov 1962: 143; Panov 1967: 59; Linell 1979: 92] (but cf. [Jakobson,
Waugh 1979: 50, 277 and references]).
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for example, rhymes not just giria ‘woods’ : vakaré ‘in the evening’
(Keleivis ‘The traveler’), ritkuoseé ‘in the mist’ : dvasia ‘spirit’ (Bijau
nakties ‘1 fear the night’), but also éises ‘rights-ACC.PL.” : baisios
‘terrible-NOM.PL.F’ (Teiséjui ‘To the judge’), stalélio ‘table (dim.)-
GEN.SG’ : karaliai ‘kings’ (Léliy balade ‘Ballad of the dolls’), defigia
‘covers’ : paddnge ‘the-heavens-INS.SG’ (Pailsau ‘1 am weary’), galiai
‘power-DAT.SG’ : kélig ‘road-ACC.SG’ (Didziojo Spalio garbei ‘In
praise of Great October’). Thus, the oppositions /a/ : /e/, /a‘/ : /e'/ are
truly neutralized, and they are connected by correlative relations.''°

It would be possible to speak of a neutralization of the opposi-
tions /a/ : /a’/, /e/ : /e’/ in stressed non-final syllables as well, cf. rastiis
‘found-ACC.PL.M’ # rgstus ‘log-ACC.PL’, but rgstas ‘found-NOM.SG.M’
~ rastas ‘log-NOM.SG",'"” trés ‘rot-3FUT’ # rés “fertilize-3FUT’, but
patreses ‘having fertilized” = patréSes ‘having rotted’. However, we
would then have to consider not just the phonetic positions of the
sounds in question, but also their morphological positions, since
oppositions of the type rasty ‘find-3SBIV’ : rgsty ‘log-GEN.PL’, trésti
‘rot-INF’ : tresti ‘fertilize-INF’, rakty ‘pick (at)-3SBIV’ : rakty ‘key-
GEN.PL’ are possible. Nevertheless, these facts show the very close
connection between /a/ and /a‘/, /e/ and /e*/, nearly a correlation.

The phonemes /a e/ and /a* e/, connected by correlative rela-
tions, form a relatively independent class, contrasting with all other
vowel phonemes. Their oppositions are shown by such examples as
rasty ‘find-3SBJV’ : rusty ‘turn brown-3SBJV’, kampas ‘corner’ :
kumipas ‘crooked’, vésti ‘lead-INF’ : visti ‘breed-INF’, péntis ‘butt (of
an axe)’ : pintis ‘tinder-fungus’, tdpé ‘paint-3PST’ : tipé ‘sit (of a

1965: 55]. But even here the neutralization of /a/ : /e/ is recognized, at least in
the position [C—i].

" For some speakers, especially from Suvalkija, such word pairs as rdstas :
rgstas, patréSes : patreses are not entirely homonymous. The second word in
each pair is pronounced with a somewhat longer and more open vowel, which
(as Jonas Kabelka attests) may also be somewhat nasalized. Thus we could
speak of oppositions of a long /a*/ and /e*/ and a half-long /a./ and /e./ [Girdenis
1971a: 205 (= Girdenis 2000b: 349)]. But this issue has not been thoroughly
studied, and therefore we will continue to follow the conventional codified
vowel system. Nevertheless, it should by no means be forgotten that there are
significant problems here (see also [Kazlauskiené 1996] and references, espe-
cially [Bacevicitté 1998 =2001: 126ff.]).
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bird)-3PST’, skabé ‘nibble, pluck-3PST’ : skobé ‘hollow, gouge-3PST’,
sdke ‘say-3PST’ : suokeé ‘jug (of a nightingale)-3PST’, grezti ‘bore-INF’ :
griZti ‘return-INF’, réZti “strain-INF’ : réZti ‘cut-INF’, §vésti ‘celebrate-
INF’ : §viésti ‘shine-INF’. These oppositions play a role in distinguish-
ing word forms in, for example, séng¢ ‘old woman-ACC.SG’ : sénj ‘old
man-ACC.SG’ : séné ‘old woman-NOM.SG’, ¢g ‘that-ACC.SG.M/F’ : 1o
‘that-GEN.SG.M’ : fué ‘that-INS.SG.M’ : tyy ‘that-GEN.PL.M/F’.

The vowels in question differ from others in their open articula-
tion and low tongue position. With regard to tongue height, /a a‘/ are
the most open and lowest of all the back (and in general, all) vowels,
and /e e’/ are the most open and lowest of all the front vowels. There-
fore, based on the low tongue position, we can assign to the phonemes
/a a' e e’/ the distinctive feature “low”; all other vowels have the fea-
ture “non-low.” The fact that in pronouncing /e e*/ the tongue is raised
a bit higher than for /a a’/, at least at the beginning of the pronuncia-
tion, is meaningless here;118 distinctive features are not absolute, but
relative. Based on tongue position, /e e'/ are the lowest of all the front
vowels, and should therefore be considered low. Moreover, /a/ and /¢e/,
/a/ and /e:/ must necessarily receive the shared distinctive feature
characterizing their archiphonemes /A/, /A‘/, which function in posi-
tions of neutralization (that is, after consonants).

Our vowel system is now split into the following classes:
I. Front vowels:

1) low: /e e/,

2) non-low: /i i ie ¢/.
II. Non-front vowels:

1) low: /aa‘/,

2) non-low: /u u’ uo o/.

The non-front, non-low vowels (II 2-subclass) also have the
above-mentioned secondary feature of lip-rounding (see § 173). We
could say that this necessary phonetic feature of Lithuanian emerges
on its own from the combination of distinctive features “non-front”
and “non-low” (just as the velar articulation of the phoneme [p]
emerges from the velar articulations of a following /k/ or /g/; see
§ 178).

18 For different vie\ys on this, see [Vaitkeviéitté 1961: 30-31; Ulvydas 1965:
49, 51-52; Girdenis, Zulys 1973: 206 (= Girdenis 2000b: 375); Mikalauskaité
1975: 21].
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§ 175. Of the non-low vowels, /u u’/ and /i i/ clearly stand apart,
since they are grouped in the pairs /u/ : /u’/ and /i/ : /i’/, close in
articulation, which have a distinctive function: skusti ‘shave-INF’ :
skysti ‘report on-INF’, tris ‘three-ACC’ : trjs ‘three-NOM’. The vowels
/0" uo ¢ ie/ do not form such pairs. We therefore need to distinguish a
separate subclass of paired non-low vowels, contrasting with all other
non-low vowels: vysti ‘fade-INF’ : vésti ‘cool-INF’, #isti ‘stretch (intr.)-
INF’ : tiésti “stretch (tr.)-INF’, kijjy ‘hammer-GEN.PL’ : kdjy ‘foot/leg-
GEN.PL’ : kuojy ‘roach (fish)-GEN.PL’, likewise sénj ‘old man-ACC.SG’ :
séné ‘old woman-NOM.SG’, §f ‘this-ACC.SG.M’ : $i€ ‘this-NOM.PL.M’,
ty ‘that-GEN.PL’ : 76 ‘that-GEN.SG.M’ : fud ‘that-INS.SG.M’.

The vowels /u u' i i/ of this subclass differ from others in their
close articulation and greatest degree of tongue height. In producing
/o* ¢'/, the mouth is more open and the tongue is somewhat lower; in
producing /uo ie/, the speech organs initially occupy a position similar
to that for /u' i/, but then shift smoothly to a position close to the
articulation of [&], [0] or even [a], [a]. We can therefore assign to
the phonemes /u u' i i/ the distinctive feature “high,” contrasting with
the feature “non-high.” The non-high articulatory nature of /o* ¢/ is
self-evident; in the case of /uo ie/, it can be seen more clearly only in
the mid and final phase of articulation (see the palatograms,
[Vaitkeviciuté 1961: 26-28, 32-35]). The vowels /o° uo ¢ ie/ are non-
low and non-high.'"

The class of non-low non-high phonemes can be further divided
based on the distinctive feature pair “gliding” (“diphthongal”)—“‘non-
gliding” (“uniform”), somewhat recalling the consonantal features
“affricate”“non-affricate”: /uo ie/ are clearly sounds of variable

"% Their exceptional closeness is shown by listening experiments [Girdenis
1978b (= Girdenis 2000c: 340f.)] and such rhymes of classical poetry as
spiége ‘squeal-3PST’ : bejége ‘helpless-NOM.SG.F> (Klajiinas ‘The wanderer’,
V. Mykolaitis-Putinas), viéso ‘public-GEN.SG.M’ : pléso ‘tear-3PRS’ (Sielvarto
sesei ‘To a sister in grief”), ralitioja ‘warble-3PRS’ : kdjy ‘feet-GEN.PL’ (SaulélydZio
kely ‘On the sunset path’), uZuodziu ‘smell-1SG.PRS’ : Zodziy ‘word-GEN.PL’
(Atsiminimas ‘Memory’), i§ miégo ‘from sleep’ : bégo ‘run-3pST’ (Mociuté
‘Grandmother’, Saloméja Néris), skriaudos ‘offense-GEN.SG’ : nepavaduds ‘take
the place of-3FUT.NEG® (Zandarai isvezé mokytojg ‘The police have taken
away teacher’), Zaizdoti ‘“wounded-NOM.PL.M’ : vaizduoti ‘portray-INF’ (Dédeés
“Uncles’), Zydés ‘bloom-3FUT’ : Sirdiés ‘heart-GEN.SG’ (Alyvos ‘Lilacs’).
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(gliding) articulation (see § 171; cf. also [Smoczynski 1975; 1978;
Steponavicjus 1982a: 74]).

We now have the following vowel classes:
I. Front vowels:
1) low: /e e'/;
2) non-low:
a) high: /i1/,
b) non-high:
o) gliding: /ie/,
B) non-gliding: /g*/.
I1. Non-front vowels:
1) low: /a a‘/,
2) non-low:
a) high: /uu/,
b) non-high:
o) gliding: /uo/,
) non-gliding: /o°/.

§ 176. Low and high vowels must be further divided into two
subclasses: /a e u i/ and /a" e u i'/. First, their oppositions have a dis-
tinctive function: tresti ‘rot-INF’ : tresti ‘fertilize-INF’, meés ‘throw-
3FUT’ : més ‘we’, rasty ‘find-3SBIV’ : rgsty ‘1og-GEN.PL’, kas ‘who,
what; dig-3FUT’ : kgs ‘bite-3FUT’, didis ‘big’ : dydis ‘size’, tris ‘three-
ACC’ : trjis ‘three-NOM’, pusti ‘swell-INF> : piisti ‘blow-INF’, siiis
‘become rabid-3FUT’ : sigs ‘send-3FUT’. This opposition very often
distinguishes grammatical forms: varle ‘frog-voC.SG’ : varlg ‘frog-
ACC.SG’, vdrna ‘crow-NOM.SG’ : vdrng ‘crow-ACC.SG’, nosis ‘nose-
NOM.SG’ : ndsys ‘nose-NOM.PL’, turgus ‘market-NOM.SG’ : turgiis
‘market-NOM.PL’. Secondly, in stressed syllables, vowels of the
second type are equivalent to tautosyllabic two-member sequences of
the type VR (that is, to the mixed diphthongs /ar/, /al/, /am/, etc.),
since, like these, they form the basis for an opposition of pitch accent
(see § 241-244).

Since /a- e u i/ behave in a syllable just like biphonemic
sequences, they can be assigned the quantitative distinctive feature
“long,” and the vowels /a e u i/ the opposite feature “short” (“non-
long”). In many cases /a* e u' i/ are indeed pronounced longer than
their short counterparts. But quantity is not the only distinguishing
feature of these oppositions, since, for example, /u/ and /u’/, /i/ and /i"/
are also qualitatively different. In producing /i’/ and /u‘/ the tongue is
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raised higher and the lips are more tensed, while for /i/ and /u/ the
tongue is lower and the lips and other speech organs are relaxed (see,
for example, [Vaitkeviciiite¢ 1961: 26-28, 30-33, 36-37; Pakerys
1982: 95-103 and references]; cf. [Weinstock 1981]). We can char-
acterize this distinction most simply with the feature “tense” (/i u'/)—
“lax” (/i w/).

It is not difficult to be persuaded, even without experiments, that
tenseness is a highly important feature. In singing, for example, the
vowel /i/ of the word didis might be drawn out longer than the vowel
/i/ of the word djdis, but we would still perceive it as “short,” as long
as the singer maintains the characteristic qualitative difference: a less
tensed articulation. It might be assumed through introspection and
instrumental studies that the above-mentioned word pairs rasty : rgsty,
vdrna : vdrng also differ not only in vowel duration, but also in
articulatory tension; in pronouncing /a/ the speech organs are
seemingly more relaxed, while in pronouncing /a‘/ they are quite a bit
more tensed. It was long believed that this was the case. However,
Pakerys [1975; 1982: 96-103] has shown, in reliable original
experiments, that qualitative features (that is, tenseness) define only
the oppositions /u/ : /u/ and /i/ : /i*/, while the oppositions /a/ : /a‘/ and
/e/ : /e’/ depend more on quantity (that is, length or shortness). Similar
results have been obtained by Swedish and German phoneticians
[Hadding-Koch, Abramson 1964: 106 et passim; Weiss 1977]. Thus
there is a certain complementary distribution between the features of
tenseness and duration (see table 17): where tenseness plays a decisive
distinguishing role, quantity is irrelevant, and where quantity plays
this role, tenseness is irrelevant.

Table 17. Distribution of the features of tenseness and quantity in standard
Lithuanian

Features — Vowel types et
tense +
long +
lax +
short +

This shows that the features “tense” and “long” should be con-
sidered variants of a single distinctive feature, and “lax” and “short”
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should be considered combinatory variants of another distinctive fea-
ture. What we call these features is not all that important, since, as has
been noted repeatedly (for example, § 120, 163), such terms are only
conventional labels, representatives of an entire complex of distinctive
features. Tradition and the relatedness of /a- e u i/-type vowels to
biphonemic sequences (see §241-244 and 255) would seem to
support the ordinary feature pair “long”—short” (cf. [Pakerys 1982:
103]), although, of course, the opposite choice is also possible (for
example, [Svecevi¢jus 1964: 18; Kazlauskas 1966]). The second
alternative may find motivation in a certain inconvenience in using
prosodic terms.'*

In choosing the features “long”—“short,” the vowel classification
is completed, since the final classes each contain only a single ele-
ment.

Our classification now appears as follows:
I. Front vowels:
1) low:
o) long (tense): /e*/,
B) short (lax): /e/;
2) non-low:
a) high:
o) long (tense): /i*/,
B) short (lax): /i/;
b) non-high:
a) gliding: /ie/,
B) non-gliding: /g/.
II. Non-front vowels:
1) low:
o) long (tense): /a‘/,
B) short (lax): /a/;
2) non-low:
a) high:
a) long (tense): /u‘/,
) short (lax): /u/;
b) non-high:
o) gliding: /uo/,
) non-gliding: /o°/.

120 On attempts to treat this opposition as prosodic, see § 248, fn. 56.
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If we were to consider the [o] found only in international words
as a normal phoneme, the subclass Il 2 b B (that is, /o°/) would need to
be further divided according to the already available distinctive fea-
tures long (/o*/)—short (/o/). However, as noted above (§ 171), it is best
to assign it, together with [f f], [x X], [h h], and [t d] (cf. siidis “tulle’,
Diuma ‘Dumas’, tiulénti ‘produce the sound of a gosling’), to a sub-
class of marginal (secondary) phonological units. We could consider
the non-phonetic property “foreign” as a tentative distinguishing fea-
ture of these.

§ 177. Based on the distinctive features established we can set
up the following matrix of vowel phonemes (see table 18).

Table 18. Matrix of vowel phonemes of standard Lithuanian (version I)

No Features Phonemes
: fe/ |Je/ | | fil | Jg) | Jiel | Jal | far) | /| fu/ | Jo/ | fuo/

front

: (non-front) S s e e e i e IRl el Rl el Bl
low

2 (non-low) Tt + | +
high N —

3 (non-high) 010 |+ |+ 00|+ |+

4 |Siding olololo|-|+lolololo| -]+
(non-gliding)
long B - B -

> (short) + 1010 + +101l0

The following tree diagram illustrates this phoneme
classification (see figure 17).

As shown by Pakerys’s psycholinguistic study [1971; 1974a]
based on Lithuanian poetry rhymes, a tree diagram of this sort also
nicely shows the auditory (psychoacoustic) similarity of vowels.'?!
For example, those sounds which are distinguished only by features 4
and 5 can occur in stressed syllables of classical thymes. In post-tonic
rhyme syllables, front vowels usually agree with front vowels, and
back vowels with back vowels, etc. Thus, on the basis of poetry
rhymes, and using the so-called hierarchical grouping method,
Pakerys has established a credible auditory classification of vowels,

21 On the psychoacoustic properties of sounds and methods of analysis, see,
for example, [Fischer-Jorgensen 1967; Ungeheuer 1965; 1968; Lobacz 1981];
on the significance of such research for phonology, [Hammarstréom 1966: 27].
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I
|
| |
2 2
| |
|
3
|
5
| |
Jol fwo/ /o hwl Jal o Jal fed el i /1/ lel  Jel

Figure 17. Tree diagram of the vowel phonemes of standard Lithuanian
(version I)

which almost fully coincides with the one seen here. Nearly the same
results have also been obtained by special listening experiments (cf.
[Girdenis 1978b (= Girdenis 2000c: 340f.); Kac¢iuskiené 1984 and ref-
erences]).

Phonetic vowel properties which are important for perception,
but not included in the inventory of distinctive features can be derived
by general rule, for example: /“+vocalic” & “—front” & “—low”/ —
[“+rounded”], /“+vocalic” & “+front” & “+low”/ — [“+mid-low”],
/“+vocalic” & “+low” & “+long”/ — [“+tense™].

§ 178. The established vowel classification nevertheless has one
shortcoming, which will become clear when we begin to examine pro-
sodic phenomena.

As noted above (see § 176 and 241-244), certain Lithuanian
vowels play the same role in stressed syllables as VR-type sequences.
Such vowels are not just the above-mentioned /a' e u' i/, but also
/o uo ¢ ie/. According to the above classification, only the first four
vowels share the feature long; /0- uo ¢ ie/ are indifferent to this fea-
ture (see the zeroes in line 5 of table 18). Therefore, if we accept this
classification, we will need to base the prosodic properties of a syl-
lable not on some common distinguishing feature, but directly on a list
of phonemes which are equivalent to diphthongs. This very much
diminishes the significance and explanatory power of the classification.
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It is not difficult to overcome this problem: it suffices to move
the distinctive feature pair “long”—*“short” to the beginning of the list,
and restructure the matrix accordingly (see table 19). After this opera-
tion, all long vowels are immediately distinguished from short vowels
and form a separate class, correlating with VR-type sequences in the
syllable.

Table 19. Matrix of vowel phonemes of standard Lithuanian (version IT)'**

No Features Phonemes

] lel |lel| /il | /i | el | fiel | /al | /a/ | /| o/ | fo/ | /uo/
long 3 - B B

! (short) + )t + S e
front

2 (non-front) S e e e
low

3 (non-low) 2 o e A A e e A e (N i

4 pigh 010 [ O+ =] —10]O0 || +]—|-
(non-high)

5 ghdlng. . olololol-=1+lolololol -1+
(non-gliding)

The tree diagram changes accordingly (see figure 18).

As we see, the features all remain the same, only now they not
only distinguish phonemes, but also single out and characterize their
major functional classes and subclasses. It is therefore reasonable to
say that this classification (and feature hierarchy) has greater explana-
tory power. In some respects, it better explains even properties of
certain phoneme variants. For example, open vowels close to [0 ¢] (cf.
§ 66) are sometimes optionally pronounced in place of [u i]. The first
analysis does not “provide for” such variants, but in this classification
they are quite normal, since a more precise tongue height for /u i/ is
now unspecified; what is important is that they not be low. The
features “high”—*“non-high” are not essential for them (see the zeroes
in line 4 of table 19).

§ 179. This circuitous path toward a more adequate solution
clearly shows that the only effective phoneme classification and dis-
tinctive feature system and hierarchy is one which permits a more

122 The features noted in parentheses distinguish /u/ and /i/ only from the mar-

ginal phonemes <o>, <¢> (more precisely, <e/e>; see § 189, fn. 130).
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§ 179 II1. Phoneme Relations

neoojal il el o/ fwo/ e/ Jadl o fel fiel i e/

Figure 18. Tree diagram of the vowel phonemes of standard Lithuanian
(version II)

consistent and simpler description of the relations between all phono-
logical units and the functioning of the entire phonological system.
When purely phonetic criteria contradict phonological criteria, when
their observance leads to a more cumbersome description of syntag-
matic and, in general, functional relations, pure phonetics must yield
to phonology. Phonology, like contemporary linguistics in general, is
first and foremost a study of relations.'” Sounds and their physical
properties are only a concretization and materialization (or, to use a
favorite term of semanticists, a phonetic interpretation) of these rela-
tions.

The same could be said of other areas of a linguistic system. For
example, in identifying and explaining grammatical categories, we
first need to follow their syntactic functions and positions and their
paradigmatic interrelations, rather than semantic criteria (which in
grammar occupy a place similar to phonetic criteria in phonology).

' Here we have in mind the methodological, rather than ontological, aspect

of linguistic theory. Language is not, of course, only a network of pure relations,
but the surest and most productive path to its true structure is through relations
(see also § 96).
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4. Paradigmatic Relations § 180, 181

c) OTHER CRITERIA AND CONSIDERATIONS
IN ESTABLISHING AND GROUPING DISTINCTIVE
FEATURES

§ 180. We identify the paradigmatic relations and distinctive
features of Lithuanian following these criteria and considerations:

1) We look for phonetic properties which would be common to
all members of a single syntagmatic class, and distinguish these from
members of other classes;

2) We propose as distinctive features distinguishing properties of
members of correlations or correlation bundles;

3) We select phonetic properties common to all phonemes
involved in the neutralization of certain oppositions;

4) We find properties distinguishing those phonemes which
belong to the same syntagmatic classes and do not undergo neutraliza-
tion;

5) We consider as inessential and therefore ignore those phonetic
properties which distinguish optional or combinatory variants of pho-
nemes, rather than phonemes themselves;

6) We maintain the view that the higher the position of a dis-
tinctive feature in a hierarchy of paradigmatic relations, the larger the
syntagmatic classes characterized and distinguished by that feature; at
the lowest level are distinctive features of neutralized oppositions,
since archiphonemes functioning in positions of neutralization lack
these.

§ 181. Of these criteria, the most universal is the fifth. Those
who investigate any language should reject those phonetic features
which distinguish phoneme variants, rather than independent phonemes.

For example, standard Russian has only five vowel phonemes:
/i e a o u/. But the sounds representing them are far more numerous. In
stressed syllables alone one can hear long and short vowels, reminis-
cent of Lithuanian long and short vowel phonemes; often alongside a
relatively pure [o] there is a diphthongoid ["5], similar to the Lithu-
anian gliding phoneme /uo/. However, neither long—short, nor gliding—
non-gliding articulations are distinctive features in Russian, since
these properties distinguish optional variants of the same phonemes,
and therefore even in the best case can only have an expressive, rather
than distinctive, function: [s'i:1a] and [s'ito] (ciina ‘strength’), [da:mot']
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and [damot’] (0ymame ‘think-INE”), [m"5zna] and [mdzna] (mdorcHo
‘can’) are the same words, since they have the same referential
meaning.

The same can also be said regarding allophonic features. Even
without going into the finer details, we can easily observe in Russian
at least two clear allophones of every vowel phoneme, characterized
by these phonetic properties:

Ji/ [1] —  “front,” “high,” “unrounded”
[et1] = “non-front,” “high,” “unrounded”

/ [u] —  “non-front,” “high,” “rounded”
[1] —  “front,” “high,” “rounded”

Ja/ [a] —  “non-front,” “low,” “unrounded”
[] - “front,” “low,” “unrounded”

Je/ [e] —  “front,” “mid,” “unrounded”

i [€] —  “non-front,” “mid,” “unrounded”

I/ [0] —  “non-front,” “mid,” “rounded”

[3] —  “front,” “mid,” “rounded”

The allophones [i], [ii], [&], [e], [3] occur after, and especially
between, soft consonants (for example: nunu ‘drink-3PL.PST’, 1700u
‘people’, name ‘five’, nems ‘sing-INF’, mémsp ‘aunt-GEN.PL’); the allo-
phones [s1], [u], [a], [€] ([2]), [0] occur after hard consonants and
(except for an initial consonant) after a pause (for example: nwin
‘ardor’, 1ye ‘meadow’, oamw ‘give-INF’, smom ‘this’, mom ‘that’).

Glancing over the list of features, we see that the phonetic fea-
ture pair “front”—“non-front” can never serve as a distinctive feature
of the oppositions /i/ : /u/, /e/ : /o/, since it distinguishes only allo-
phones of these phonemes. The true distinctive features of these oppo-
sitions are “rounded”—“unrounded,” since only they are common to all
allophones of the corresponding phonemes; they remain after both
hard and soft consonants. All allophones of /i/ and /e/ are unrounded,
and all allophones of /u/ and /o/ are rounded.

This is also the situation in those eastern and southern Lithu-
anian dialects in which /a/ and /e/ (/&/) no longer contrast (cf. § 59,
table 6), and in which the phonemes /i/, /i"/, /e’/ have the non-front
allophones [i], [b1'], [€], etc., and the phonemes /u/, /u’/, /o°/ have the
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4. Paradigmatic Relations § 182

nearly front allophones [u], [0], [3°], etc., cf. SAukst. kddl.for: “kiaiile”
‘pig-ACC.SG’, &ke' “léke” ‘fly-3PST’, EAukst. Utena duru “durii’”
‘stab-1SG.PRS’, galu “galiii” ‘be able-1SG.PRS’. Here as well, the dis-
tinctive feature of the oppositions /u/ : /i/, /u/ : /i/, /o' : /¢’/ may
be just lip-rounding, rather than tongue advancement (that is, the fea-
tures “rounded”—“unrounded,” rather than ‘“front”—“non-front”; cf.
[Avanesov 1956: 88]). This is especially clear in the Kupiskis dialect,
where [a] and [¢], [a'] and [e'J have become allophones of the same
two phonemes (/e/ and /e*/): sa.nas “sénas” ‘old’ : Se.ni.s “sénis” ‘old
man’, ba'ga “béga” ‘run-3PRS’ : bé'gi “bégi” ‘run-2SG.PRS’ (cf. also
[Kosiené 1978: 37-38; Girdenis 1979a (= Girdenis 2000c: 348)]).

Occasionally, however, certain rare optional variants must be
ignored. In many North Zemaitic dialects, for example, the phonemes
[k g] are sometimes optionally pronounced [x y] before plosives and
also (somewhat less often) between vowels: rakta- “raktai” ‘keys’ —
<raxtd>, fdugdd.ms “ldukdamas” ‘while waiting’ — <tauyda.ms>,
sakd: “sakai” ‘say-28G.PRS’ — <saxd~>, isd.ug” “isdugo” ‘grow up-
3PST” — <i§a.uy™> (Telsiai). If these are taken into account, we would
have to reject such typical consonantal features as “fricative”plosive.”

§ 182. Changes in distinctive features (or the nature of an opposition) play
a large role in a language’s development, and are therefore referred to in dia-
chronic phonology by the special term rephonologization (or transphonologiza-
tion) (see [Jakobson 1962: 209-212; Stepanov 1966: 235; Postovalova 1978:
108-109; Steponavicjus 1976: 242-243; 1982b: 40—41]). Thus, in comparison
with standard Lithuanian and the East Baltic proto-language, a rephonologiza-
tion of oppositions of the type /u/ : /i/ has taken place in the southern and eastern
dialects of Lithuanian: tongue advancement features have been replaced by lip-
rounding features. This is very typical of phonological systems which have a
timbre correlation (that is, which distinguish hard and soft consonant pho-
nemes).

Rephonologization (or transphonologization) is distinguished from
dephonologization—the loss of an opposition (cf. the above-mentioned merger
of /a/ and /e/ in Lithuanian dialects) [Jakobson 1962: 205-207; Stepanov 1966:
233; Postovalova 1978: 108-109; Steponavicjus 1973: 165; 1982a: 40], and
from phonologization—the transformation of allophones into independent pho-
nemes [Jakobson 1962: 207-209; Stepanov 1966: 234-235; Postovalova 1978:
108-116; Steponavicjus 1975: 243; 1982a: 41-42] (cf. Russian /t'/ in cases of
the type 6uimsb ‘be-INF’, which arose from a softened allophone of the phoneme
/t/ with the disappearance of the reduced vowel », which had conditioned this

softness; on similar phenomena in Lithuanian dialects, see [Girdenis 1983a
(= Girdenis 2000c: 290ft.)]).
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§ 183. The other criteria are suitable only for languages in which
a finer syntagmatic classification of phonemes is possible.

If a language distinguishes only vowel and consonant syntag-
matic classes, and has practically no neutralization, we can motivate

R I3

only the most elementary distinctive feature pair “vocalic”—“conso-
nantal” or “vocalic”—“non-vocalic” on the basis of these criteria. Other
features must be sought, guided only by purely phonetic, logical, or
other non-phonological considerations (cf. also § 185).

Since sounds have a great many varied physical (acoustic and
articulatory) properties, we cannot establish a single and necessary
system of distinctive features for such languages. Even if the same
distinctive features were selected, the question of their hierarchy
would remain unanswered. If we arrange a hierarchy in one way, we
will have one kind of model of paradigmatic relations; if we arrange it
differently, we will have a different sort of model; and if a third way,
still another different model. We can find the number of possible
models by applying the formula m = P/, where m is the number of the
models, P is the number of paired distinctive features, and !/ is the
factorial (i.e., the productof 1 - 2 - (...) - (P-1) - P).

§ 184. Let us take as an example the most impoverished of all
known consonantal systems, Hawaiian /?hpk wmn I/ (see § 102).'*
Recall that there are no consonant clusters in this language, and there-
fore a syntagmatic classification of these phonemes is impossible.

Let us assume that it is generally accepted and entirely clear that
/? h/ contrast with the remaining phonemes as glottals to non-glottals,
/p k ?/ as plosives to non-plosives, /m n/ as nasals to non-nasals,
/p m w/ as labials to non-labials; that is, all phonemes are identified by
these distinctive feature pairs: “glottal”—“non-glottal,” “plosive”—“non-
plosive,” “nasal”—“non-nasal,” “labial”—non-labial.”

In changing the hierarchical order of these features, we can
obtain ever-differing models of paradigmatic relations, illustrated by
completely different tree diagrams.

124

3

This system is even poorer than the “universal” typological minimum
established by Skalicka [1967: 73]. It is true that recent literature (for example,
[Roach 2002: 89f.]) mentions systems which completely contradict Skali¢ka’s
theoretical reasonings; one of these has only eleven phonemes, the other as
many as 141. The “maximum” seems particularly improbable; this seems to be
the result of an incomplete phonological analysis.
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4. Paradigmatic Relations § 184

1. If we choose the order in which the features have just been

listed, we obtain the following picture of paradigmatic relations (see
table 20).

Table 20. Matrix of Hawaiian consonant phonemes (model I)

No. Features Phonemes
R | | K | w
1 | glottal (non-glottal) + + — - - — - -
2 | plosive (non-plosive) | + - + + - - - -
3 | nasal (non-nasal) 0 0 0 0 + + - -
4 | labial (non-labial) 0 0 + — + - + —

The following is a tree diagram of this classification (see
figure 19).

/
| |
2 2
| |
|
3
|
| |
1 1 1
Noooow m m K WY

Figure 19. Tree diagram of Hawaiian consonant phonemes (model I)

2. Let us arrange the features in the opposite order: 1) “labial”-
“non-labial,”  2) “nasal”—“non-nasal,”  3) “plosive”“non-plosive,”
4) “glottal”—“non-glottal.” The consonant matrix will now appear as
follows (see table 21).

Table 21. Matrix of Hawaiian consonant phonemes (model II)

No. Features Phonemes
R |l | K | w
1 | labial (non-labial) - + - + + -
2 | nasal (non-nasal) - - - - + + -
3 | plosive (non-plosive) | + - + + 0 0 - -
4 | glottal (non-glottal) + + 0 - 0 0 0 -
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The tree diagram (see figure 20) is now quite unlike the first one.

I
|
| |

2 2

| |

3 3

un /h/ /k/ /?/ /n/ Iwi/ p/ /m/
Figure 20. Tree diagram of Hawaiian consonant phonemes (model II)
3. We will obtain still another system if we arrange the features
in this order: 1) “plosive”“non-plosive,” 2) “glottal”—“non-glottal,”

3) “labial”—“non-labial,” 4) “nasal”—*“non-nasal.” The phoneme matrix
would turn out as follows (see table 22).

Table 22. Matrix of Hawaiian consonant phonemes (model I1I)

No. Features Phonemes
LW |l | K | | w
1 | plosive (non-plosive) | + — + + - — - -
2 | glottal (non-glottal) + + - - - - - -
3 | labial (non-labial) 0 0 + - + - + -
4 | nasal (non-nasal) 0 0 0 0 + + - -

The tree diagram (see figure 21) now differs from both the first
and the second.

Still other models of this consonant system are possible (the total
number of models is 4! = 1-2-:3-4 = 24).

§ 185. There are no arguments which would lead us to prefer any
one model out of all possible groupings and models. Nevertheless, the
choice of a model does not need to be subjective, even in such
extreme cases.

First, we can turn for help to the data of language typology,
giving priority to those solutions supported by the phonological
systems of many languages. In particular, related languages of some-
what differing structure should be taken into account. Secondly,
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N/ n/ /wl /m/ /h/ /k/ /p/ 12/

Figure 21. Tree diagram of Hawaiian consonant phonemes (model IIT)

studies of phoneme frequency can be of great value in such cases (see,
for example, [Sirokov 1961; Klyckov 1962; 1984]). For example,
knowing that unmarked members of oppositions are usually more
frequent than marked members (see § 144), we can confidently assign
positive distinctive features to less frequent phonemes and negative
features to more frequent phonemes. Thirdly and finally, the number
of possible interpretations can be greatly reduced by listening (psycho-
acoustic) experiments, and also by studying various euphonic devices
of folkloric and individual poetic works—rhymes, alliteration, asso-
nance—combined with appropriate techniques for evaluating the results
statistically (§ 176 and references, and also [Horalek 1965: 366]).
Such studies would reveal auditory properties of phonemes perceived
by members of a speech community themselves and the classes which,
as noted above (see § 177), are close to those natural classes of
phonemes revealed by syntagmatic relations. Occasionally in identify-
ing and grouping distinctive features, the above-mentioned principle
of grammatical expediency (§ 59) is taken into consideration (for
example, [Palkova 1967]). Even diachronic works, especially those on
diachronic typology, can be valuable (for example, works such as
[Serebrennikov 1974]; cf. [Kurath 1957: 114; Labov 1966: 103]).'*

12> Noteworthy in this regard are Foley’s attempts [Foley 1970; 1977] to
establish a universal hierarchy of phoneme features based on their relative dia-
chronic stability. The actual results which he has obtained thus far are neither
very new, nor quite original (see, for example, [Brakel 1980: 178 et passim]),
but the research direction itself seems quite promising (cf. [Kly¢kov 1984]).
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Only at the very last stage of research can we refer to the data of
instrumental phonetics. We assign instrumentally obtained character-
istics to phonemes and phoneme classes which have already been iden-
tified and classified (cf. [Hammarstrém 1966: 27; Panov 1979: 44]).

§ 186. With this in mind, we must very carefully and soberly
assess armchair phonological research, conducted on the basis of texts
of limited scope (so-called corpora) transcribed by others, or on the
basis of traditional phonetic descriptions. Most often these are tenta-
tive constructions, presenting one of several equally valid or invalid
options.'** Especially suspect are works of this type devoted to entire
families of previously little-studied languages.

d) MODELS AND TYPES OF PARADIGMATIC
RELATIONS

§ 187. The most versatile model of paradigmatic relations is the
above-mentioned tree diagram. It is quite convenient first of all
because it is suitable for a wide range of phonological (and not just
phonological) systems; it allows them to be visualized and interpreted
according to the same principles, and therefore highlights commonali-
ties and differences among various systems. But what most increases
the value of the tree diagram is that it does not differ in form from dia-
grams illustrating syntagmatic relations of various linguistic units.'*’
No other model so clearly shows the close connections between the
syntagmatic and paradigmatic plane of a phonological system, and so
nicely reveals the isomorphism of various areas of a linguistic system.
Especially informative are the tree diagrams of those phonological
systems in which syntagmatic classes are also paradigmatic classes.
These models are also convenient in that they coincide structurally
with the hierarchical diagrams of listening experiments (see, for
example, [Pakerys 1974a: 45-46 and references]).

Tree diagrams do have certain shortcomings, however. First,
they impose a hierarchical order of distinctive features, even when
there is in fact no such order (cf. § 184). Second, they are not as

12 Among these, unfortunately, are also some works on Lithuanian phonol-
ogy (for example, [Matthews 1958; Schmalstieg 1958; Kazlauskas 1966]).

2" The diagrams of stratificational linguistics (for example, [Lamb 1966: 9ff;
Lockwood 1972a: 32ff.]) are only a more complex version of tree diagrams.
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4. Paradigmatic Relations § 188

visually clear and convenient as some other models; they always need
to be supplemented by phoneme matrices.

§ 188. Distinctive feature tables, borrowed from classical pho-
netics, are models of paradigmatic relations which are more visual and
compact than tree diagrams. The columns represent certain features
(tongue advancement for vowels, lip-rounding, place of articulation
for consonants), and the rows, other features (tongue height for
vowels, manner of articulation for consonants, etc.).

For example, we can present the phonological system of stan-
dard Lithuanian vowels in the following table (see table 23; marginal
phonemes are given in brackets “ <> ). In terms of content, it is fully
isomorphic with the matrix (table 19) presented in § 178 and the tree
diagram, but far surpasses these in visual clarity.

Table 23. Vowel system of standard Lithuanian

Duration
Tongue height long short

front | 2o% | front | O™
front front

high i/ e/ /

non-low . gliding /ie/ /uo/ i/

non-high =0 oliding | /e’ | Jo/ =

low e’/ /a’/ /e/ /a/

The Lithuanian consonant system can be illustrated in the fol-
lowing table (see table 24).1%#

In comparison with tree diagrams, such tables better show a lan-
guage’s characteristic correlations and correlation series, but on the
other hand, it is not as easy to see how many and what sort of distinc-
tive features a certain phoneme has. Nor is the isomorphism of para-
digmatic and syntagmatic relations as obvious. However, if we turn
the table 90°, we can see that the phoneme classes are arranged
approximately in the same order in which they occur in onset clusters;
the harmony is disturbed only by the affricates, which come between
/s §/ and /k t p/-type consonants. Nor does the position of foreign ele-
ments in the table show syntagmatic relations.

128 This, we can say, is the Lithuanian system in general: dialectal consonant-

ism may differ from it only in minor points (cf. [Girdenis, Zinkevi¢ius 1966:
141 (= Girdenis 2000b: 46f.); Zinkevic¢ius 1978: 19]).
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Table 24. Consonant system of Lithuanian

Place of articulation
non-labial
Manner of articulation . apical
labial lat non-apical
dental palato- P
alveolar
A /sl — I8/ [ — 8 | <x>—<k>
fricative <f>—<f> | | | | | |
E 2] — /Z/ 1zl — /2] | <h>—<h>
5 e/ — /&l | 18— 1/
§ affricate | \ | |
= non- /3 — I3/ 13/ — 13/ )
g | fricative Ip/ — Ip/ N —<t> /k/ — /k/
plosive \ | | | | \
/b/ — /b/ /d/ — <d> /gl — g/
nasal /m/ — /m/ n/ — /n/
=)
<
é fricative | /v/ — N/ il
s non-
nasal | por WA | g
ricative

§ 189. Based on tree diagrams, and especially tables, we can
create quite simple two-dimensional models of phonological systems.
Models such as triangles, quadrangles, and trapezoids are particularly
popular for vowel systems. The vowel systems themselves are often
called triangular, quadrangular, etc. (see, for example, [Trubetzkoy
1977: 87ff. = Trubeckoj 1960: 1071f.])."”

The two-dimensional model is quite easily obtained. We agree,
for example, that front or unrounded vowels are written in a column
on the left, and non-front (back) or rounded vowels on the right; high
vowels are written in a row at the top, and low vowels on the bottom,
and in the middle rows, vowels of mid tongue height (in order of
increasing aperture).

129 . . .
There are also quite simple linear systems, whose members contrast only

in tongue height (see [Trubetzkoy 1977: 87-88 = Trubeckoj 1960: 108-109;
Kumachov 1967: 145; Lomtatidze 1967a: 103; 1967b: 125; Kumachov, Sagirov
1979: 134-135; Alarcos Llorach 1975: 60]).
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Assuming these conventions, we can represent the Lithuanian
vowel system as the following quadrangle (cf. [Trost 1965; Girdenis
1966a (= Girdenis 2000b: 309f.); Smoczynski 1978]):

1/ 1/
/ie/ /uo/
e/ /o/
/el /al

If we wish to highlight long and short vowel oppositions, we can
split this model into two quadrangles:'*

i/ u/ i/ /

fie/ /uo/

=y /o/ <o>
e/ fa/ e/ /a/

The usual model of standard Russian vocalism in stressed syl-
lables is a triangle:
i/ fa/

e/ /o/
/a/

This model is the most common across various languages (see,
for example, [Hockett 1955: 85; Crothers 1978: 104, 117, 128 et
passim]), except that /i/ and /u/, /e/ and /o/ most often contrast not as
“rounded”—“unrounded,” but as “front”—back” (or, more precisely, as
“front unrounded”—“back rounded”); the low vowel in these systems
has neither a front nor a rounded counterpart. Such triangular systems
are found, for example, in the Polynesian languages, mentioned sev-
eral times above (see § 102), and also in contemporary Spanish, cf.
[Alarcos Llorach 1975: 146], Georgian [Cikobava 1967: 26] and the
Attic dialect of Modern Greek [Kibrik 1962: 83]. The Latin system
differed only in that long and short vowels still contrasted (see
[Tronskij 1960: 75]):

10 yowel systems are most often represented in this way in diachronic and
dialectal works, since long and short vowels rarely develop in parallel (see, for
example, [Cekman 1979: 179ff.]).

It should be noted here that in recent borrowings, some speakers of standard
Lithuanian use a short mid vowel [¢] (or [¢]), which because of its optional
nature should be considered a marginal “Janus” phoneme <e/g¢> (cf. § 66; see
also [Ambrazas 1985: 19; 1997: 23 (= Girdenis 2001: 207)]).
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i 5 i/
rel fof
/a/

Such a system would also have existed in late Proto-Indo-
European (after the so-called laryngeals merged with neighboring
vowels; [Semeren’i 1980: 47]).

Modern Italian no longer distinguishes long and short vowels,
but instead has a double series of mid-vowel phonemes [Lichem 1970:
53; Muljacic¢ 1972: 26]:

i/ h/
/el /ol

e/ /a/
/a/

Also quite frequent are triangular vowel systems in which not
only front and back vowels contrast, but also front rounded and
unrounded vowels (cf. [Crothers 1978: 100ff.]). The simplest example
here would be the Mongolian vowel system mentioned by Trubetzkoy:

i/ 1/ /u/

lel 16/ o/
/a/

Among the more familiar languages, a contrast of front rounded
and unrounded vowels is found, for example, in German, French,
Danish, Swedish, Norwegian, and Icelandic: Ger. Kiel [ki:l] ‘keel’ :
kiihl [ky:1] ‘cool’, lesen ['le:zon] ‘read-INF’ : [dsen ['l@:zon] ‘solve-
INF’, Dan. hilde ['hilo] ‘fetter-INF’ : hylde [hylo] ‘shelf’, gaerde
['ge:Ba] ‘fence’ : gore ['gae:a] ‘do-INF’.

The “middle” members of such systems can in fact be central
vowels; this is the situation, for example, in Romanian, which has
this vowel triangle (see [Vasiliu 1962: 86; Augerot 1969: 471]; here
[1] = [s1], [4] = [o]):

N/ i/ /

/el /3l Jo/
/a/

The simplest example of a vowel system is perhaps the vocalism
of Classical Arabic (see [Grande 1972: 383]):

A/ 1/
/a/
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It is true that numerous and varied allophones seem to compen-
sate for an impoverished phonemic inventory here: the phoneme /a/
can be realized as [a 4 & ], /i/ as [1 # e 9], /u/ as [u U o], etc. The
word musabbadatin ‘prominent-GEN.PL’, for example, is pronounced
[mosdb'baditin], sirata ‘road-NOM.PL’ [si'ra:td], etc.

Generally speaking, from a typological standpoint, triangular
systems are especially frequent; quadrangular systems are far less
common (cf. [Crothers 1978: 101-102]. For a universal outline of
the “development” and relations of different vowel systems, see
[Stepanov, Edel’'man 1976: 276ft.]). This is undoubtedly so because it
is difficult to distinguish front and back articulations in low vowels
(cf. [Fischer-Jorgensen 1981: 209]). Nor do these open pronunciations
lend themselves well to lip-rounding, since a rounded articulation does
not accord well with the openness of the mouth. Therefore, there is
most often only a single low vowel.

Trubetzkoy (and occasionally Jakobson, see [Jakobson 1962:
224-225; Jakobson, Waugh 1979: 51]) depicted vowel triangles and
quadrangles as if rotated 180°. For example, the above-mentioned
Mongolian vowel system appears in his works as follows (see
[Trubetzkoy 1977: 89ff. = Trubeckoj 1960: 112ft.]):

a
e 0 o
i i u
His system for Lithuanian vowels is this [Trubetzkoy 1929: 55]:
Vowels of high Vowels of low

intensity intensity
a e a e
0 é
u é
u y i u

The graphemes # & here denote /uo ie/ (cf. [Girdenis 1970b: 17;
1977: 192 (= Girdenis 2000c¢: 86)]).

Kazlauskas tended to indicate front vowels in a right-hand
column and back vowels to the left, but he represented vowel height in
the usual way. Let us compare his reconstructed East Baltic vowel
system [Kazlauskas 1962] (cf.: [Maziulis 1965: 56; 1970: 16—17]):
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§ 190 II1. Phoneme Relations

u 7 u i
51 8_1 o e
02 15

Finally, a model such as this is also possible:

Here the vowel triangle agrees with an acoustic picture of the
vowel system obtained by representing the values of the first two
spectral formants in the first quadrant of a coordinate system (see, for
example, [Cikobava 1967: 26; Mulja¢i¢ 1973: 115-116]).

Of course, there is no essential difference between one visual
representation of a system or another, but for this very reason it is best
to adhere to traditional, generally accepted conventions.

It is more difficult to represent consonant systems with two-
dimensional models, since these phonemes are usually far more numer-
ous than vowels, and their relations are not as simple and symmetrical.
However, such models are possible in principle; we simply need to be
clear about where we will indicate what type of phoneme (see, for
example, [Ambrazas 1985: 34; 1997: 29 (= Girdenis 2001: 215)]).
It is quite common to depict certain consonant subsystems as two-
dimensional models (see the correlation bundles presented in § 151).

§ 190. Phonological systems can be represented quite nicely in
three-dimensional models. The first to use these was apparently the
German phonetician Jorgen Forchhammer (see [Ungeheuer 1962: 22—
24]). In the period 1960-1970, they were very popular with Soviet
phonologists (see, for example, [Piotrovskij 1960; 1966; Evdosenko
1963; Mel’nikov 1966; Padluzny 1969: 129 and 201; Perebyjnis 1970:
54-55])."!

BlFor a criticism of these models (in many respects unfounded), see

[Voronkova 1981: 84 and especially 71-72]. The fact that some tend to make a
fetish of such models does not mean that they are generally unsuitable.
Observing certain conventions, we can convey even quite subtle nuances of
phonetic and phonemic relations with three-dimensional models (see, for
example, [Girdenis 1967b: 142, 199 = Girdenis 2000b: 126, 158]).

228



4. Paradigmatic Relations § 190

The following, for example, could serve as a three-dimensional
model of the vowel system of standard Lithuanian (see figure 22).

i/ /u/
i/ /

fie/ /uo/

e/ lo*/

e/ /a/
e/ /a/

Figure 22. Three-dimensional model of the vowel system of standard Lithuanian

The top plane of this figure shows the high vowels /i—u—u—i/,
the bottom plane, the low vowels /e—a‘—a—e/, the left plane the front
vowels /i—i—e—e’/, the right plane the back vowels /u—u—a—a/, the
front plane the short vowels /i—u—a—e/, and the rear plane the long
vowels /i—u—a—e’/.

Three-dimensional models can also nicely illustrate paradig-
matic relations of consonant phonemes, especially subsystems of these
phonemes linked by proportional oppositions. Here is what a three-
dimensional model of Sanskrit plosives would look like (see figure 23;
cf. § 149).

/b*/ /d*/ /d*/ g’/

p‘/ 1t/ it/ /ke/

p/ 1t/ 1t/ /k/

/bl /d/ /d/ g

Figure 23. Three-dimensional model of Sanskrit plosives

At the top of the model we have the aspirated consonants; at the
bottom, non-aspirated. The rear plane shows voiced consonants; the
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front plane, voiceless. The first vertical section depicts labials; the
second, dentals; the third, cerebrals (retroflex consonants); and the
fourth, velars (dorsals). These sections also show the already-familiar
correlation bundles.

Three-dimensional models can also depict entire phonological
systems. However, they are not as simple and straightforward as tree
diagrams or two-dimensional models, and apparently for this reason
are not all that common in phonological studies.

e) THE BINARY DISTINCTIVE FEATURE SYSTEM
AND PRINCIPLES OF DICHOTOMOUS PHONOLOGY

a) ORIGIN AND ASSUMPTIONS

§ 191. In examining syntagmatic relations, we necessarily
obtained binary divisions of phoneme classes: one class always had a
certain positional characteristic and the other class did not. For
example, characteristic of the R-class (sonorants) is that in onset
clusters, its members only occur directly before vowels, while other
consonants can occur elsewhere; vowels are those phonemes which
can form the nucleus of a syllable, while consonants are those
phonemes which cannot, etc.

Since we assigned distinctive features first of all to syntagmatic
phoneme classes, we also had to group them according to the same
principle: one class always received a positive feature and the other a
negative feature. As a result, the features were grouped in certain
binary pairs (from Fr. binaire ‘binary’ «— Lat. bini ‘two each; a pair’),
for example: “sonorant”“non-sonorant” (“obstruent”), “fricative”—
“non-fricative,” etc. We also had to group members of neutralizable
oppositions (correlations): the marked members received positive
features and the unmarked members, negative features. Even the
ordering of the features “gliding”—“non-gliding” (‘“uniform”) of the
oppositions /g*/ : /ie/, /o’/ : /uo/ is not completely arbitrary, although
they do not undergo neutralization. In this case, statistics for these
phonemes indicate the marked and unmarked members: in connected
speech, /¢*/ is twice as frequent as /ie/, and /o/ is eight times as fre-
quent as /uo/ (cf. § 144, and also Appendix 4 and [Karosiené, Girdenis
1993 (= Girdenis 2001: 64£t.)]).
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4. Paradigmatic Relations § 192

Thus, if in examining paradigmatic relations we take into
account syntagmatic phoneme relations and the effects of neutraliza-
tion, all oppositions can and must be considered binary and privative:
one member has a certain positive distinctive feature, while the other
lacks it (or has its complement, its diametric opposite).

This principle is the so-called dichotomous basis for phonology
(from Gk. dryotouéw ‘I cut in half, I divide in two’).

Despite the strong criticism that this theory has received (see, for
example, [Martine 1960: 101-102; Reformatskij 1961; Lomtev 1965;
Kuznecov 1966; Revzin 1970]), it has been accepted by many pho-
nologists and by linguists generally.”* Quite a few works have
appeared which are based on the dichotomy principle or at least apply
certain of its technical methods (see, for example, [Muljaci¢ 1972: 26—
27; 1973: 611f.; Alarcos Llorach 1975: 76-86, 178—179]; for a critical
survey, see [Sirokov 1965]; on its further development, see [Toporov
1966; Padluzny 1969; Perebyjnis 1970; Lekomceva 1972; Panov
1979: 56-68; Steponavi&jus 1979; 1982a: 13-35; Klyckov 1984]).'*

§ 192. The main theses of dichotomous phonology had already
been already formulated before the Second World War by the cele-
brated theoretician of the Prague Linguistic Circle, Roman Jakobson.
In 1938, he officially expressed for the first time the idea that the great
variety of phonological oppositions, presented with particular clarity
in the works of Trubetzkoy,"* can be described and interpreted by a

2 The attempt to follow an alternative ternary principle (for example,
[Lekomceva 1966]) was doomed from the start, since most oppositions are
surely not ternary and cannot be converted into these.

13 Almost all Lithuanian phonological research is close to this approach (for
example, [Kazlauskas 1966; Girdenis 1967b (= Girdenis 2000b: 89—160); 1971b
(= Girdenis 2000b: 211ff.); 1975a; Plakunova 1967; 1968; Pakerys 1974a; Kosiené
1978]; cf. also the theoretical works of Steponavicius, mentioned in the main text).

B In Trubetzkoy’s Grundziige der Phonologie [Trubetzkoy 1977: 60—69 =
Trubeckoj 1960: 74-85] the following types of oppositions are distinguished:
1) based on a relation with an entire system of oppositions: bilateral and multi-
lateral, proportional and isolated; 2) based on interrelations among members of
an opposition: privative, equipollent and gradual. Forming a special set are neu-
tralizable oppositions (a correlation is a concrete case of these; see [Trubetzkoy
1977: 69-78 = Trubeckoj 1960: 85-96]).

Bilateral oppositions exist between phonemes whose shared features are char-
acteristic only of those two phonemes, for example Lith. /t/ : /d/ (the Lithuanian
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rather small number of binary acoustic or auditory features (for the
initial formulations of the principles, see [Jakobson 1962: 272ff;
280ff.]; cf. [Ivanov 1962; Fischer-Jorgensen 1975: 145ff.]). This
theory acquired its final form in the post-war years in the the works
of Jakobson and his colleagues (see [Jakobson, Fant, Halle 1972;
Jakobson, Halle 1962]; also in Russian: [Jakobson, Fant, Challe 1962:
Jakobson, Challe 1962]; see also [Cerri, Challe, Jakobson 1962]).'%
As an obvious example, Jakobson adduces standard Turkish
vocalism, which consists of eight phonemes: /i & t a y ¢ u of
[Jakobson 1962: 302—-303; Jakobson, Waugh 1979: 146-148] (cf. also
[Glison 1959: 236; Dmitriev 1960: 15; Mel’nikov 1966]). If we
consider the relation between each pair of these phonemes as an
opposition, we would need to recognize the possibility of twenty-eight
phoneme oppositions. If we adopt the binary principle and segment

system does not have any other apical plosives). The shared features of multi-
lateral oppositions also characterize other oppositions, for example Lith. /b/ : /g/
(there are other voiced plosives in the system). Proportional refers to those
oppositions whose members are related in the same way as members of any
other opposition, and isolated refers to those oppositions where the relations of
the members do not characterize any other opposition. The Lithuanian oppo-
sition /t/ : /d/ is proportional (cf.: /t/ : /d/ = /k/ : /g/, etc.), while the opposition
/s/ : /j/ is isolated.

Privative oppositions are those in which one of the members has a positive
feature which the other lacks (cf. § 145). Members of an equipollent oppositions
are equivalent in this regard, cf. Lith. /j/ : /v/. Gradual refers to oppositions in
which the members differ in the degree of the same articulatory feature, cf.
i/ : le/ : /=/ (the vowels here differ in degree of openness and tongue height).

For an alternative classification of features proposed by representatives of the
Moscow Phonological School, see [Reformatskij 1961: 114-116 and refer-
ences]. Cf. also [Pauliny 1966: 123—124 et passim; Klyckov 1984], where it is
convincingly demonstrated that an analysis of the effects of neutralization and
phonostatistical data allows us to convert gradual and equipollent features into
privative ones.

An analysis of the syntagmatic and paradigmatic relations of Lithuanian pho-
nemes automatically seems to distinguish these preliminary types of opposi-
tions: 1) correlations and correlation bundles, 2) syntagmatically motivated
oppositions, 3) statistically motivated oppositions, 4) typologically motivated
oppositions (see § 144, fn. 79), 5) non-motivated oppositions. The latter class is
empty, which is apparently the case in many languages.

3 0n the views of Lithuanian linguists regarding this phonological approach,
see fn. 133.
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the phonemes into distinctive features, only three oppositions remain:
1) “close” (/i 1 y u/)—“open” (/& a ce 9/), 2) “front” (/i ® y e/)—"back”
(/t auo/), 3) “rounded” (/y u ce o/)—"“unrounded” (/i & a/).

Not all phoneme classes and systems are so ideally symmetrical,
and therefore, in addition to binary oppositions, we almost always
encounter oppositions of several members (especially ternary, that is,
three-member oppositions, cf. Lith. /k/ : /t/ : /p/). But Jakobson and
others showed that even these oppositions can be made binary, if
articulatory features are replaced by auditory or acoustic features.
Thus in many languages, the plosives form a /k t p/-type triad, based
on place of articulation; the system of nasal sonorants may be similar,
cf. Eng. /p n m/. Acoustic experiments and observations of the
auditory impression produced by sounds show that such sounds as [k]
differ from [t p]-type sounds in their greater salience: if we pronounce
all these sounds with the same effort, [k] will be heard better than [p]
or [t]. [g] contrasts with the consonants [n m] in a similar way, and in
the fricative obstruent set [§ s f], [§] is the most salient. [t], in turn,
differs from [p], [n] from [m], and [s] from [f], in their higher timbre.
Differing in a similar way are [t] : [k], [n] : [n], [s] : [S]: the left
member of these pairs likewise seems to be of higher timbre than the
right member. These triads can therefore be characterized by the
following tentative pairs of binary auditory features: 1) “salient”—
“non-salient,” 2) “high”—“low.” The consonants [k 1 §] contrast with
other consonants of their classes as more salient sounds to less salient,
and [t n s] contrast with other members of their classes as higher to
lower. Our triads have thus been split into two binary oppositions.

Comparing these consonant oppositions with corresponding
vowel oppositions, we are struck by their great similarity: the same
relations also exist between the most typical vowels, [a i u]. The
vowel [a] is the most salient and thereby differs from the less salient
[iu]; [i] in its higher timbre is clearly distinguished from [u]. Thus we
can create quite analogical triangles for vowels and some consonants:

il — h/ o — Ip/ m/ — /m/ /sl — /1]
\ / = \ / = \ / = \ 7/
/a/ /k/ g/ 18/

§ 193. These and similar facts were the best proof that the binary
principle allows us to reduce the number not just of oppositions, but of
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distinctive features themselves, since the acoustic and auditory impres-
sion produced by certain differing articulations proved to be, if not
quite uniform, at least very similar. For the first time, the similarity of
vocalic and consonantal phonological systems became clear; it turned
out that their principal oppositions are essentially the same, and are
based on the same distinctive features. Moreover, it was immediately
noticed that the auditory and acoustic distinctive features of many
languages are very close.

On the basis of these observations, and likewise careful studies
of phonetic development and degradation among children and aphasics
(people suffering from certain speech deficits), Jakobson concluded
that the phonological systems of all languages can be described by a
quite limited number of universal (that is, of general significance and
appropriate for all languages) binary distinctive features. He expanded
this principal thesis and refined it in the post-war years, collaborating
with specialists in acoustic phonetics and information theory.

The result of this research is a universal analytic phonetic “alpha-
bet,” consisting of a dozen or so binary phonetic features. In the
opinion of the authors, these features would suffice to describe all
phonological systems.'*®

Many features were named according to the image which the
corresponding phonetic properties produce on a spectrogram; some
retained their traditional auditory (impressionistic) or even articulatory
terms. In all feature descriptions, the authors showed both their acous-
tic and articulatory characteristics, but emphasized everywhere that
acoustic properties are more important than articulatory ones.

The creators of dichotomous phonology were also the first to
introduce matrices and tree diagrams as the most versatile models for
phonological systems.

¢ Phonologists have generally disputed not the principle itself, but the

number and nature of the features. Of such works, we should first of all mention
[Fant 1964; Ladefoged 1967: 50ft.; 1973; 1975: 240-267], and also the numer-
ous studies done in the generative approach ([Chomsky, Halle 1968: 298-329]
and others; cf. [Sirokov 1965: 96, 97; Bondarko, Zinder 1966: 10-14;
Gaprindasvili 1970; Dzaparidze 1979; Steponavi¢jus 1979; Kodzasov 1982]).
Jakobson himself remained true to his own system up to the end; see his final
major work, written together with Waugh [Jakobson, Waugh 1979] (cf. the
review, [Fischer-Jorgensen 1981]).
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) SOME REMARKS CONCERNING RESEARCH
ON THE ACOUSTIC PROPERTIES OF SOUNDS

§ 194. Contributing greatly to the theory of binary distinctive
features were the development and achievements of acoustic phonetics.

Already in the pre-war period, phonologists had raised the cor-
rect idea that distinctive features should be acoustic, since, after all,
people perceive and learn sounds on the basis of their acoustic effect,
rather than their articulatory properties."”’ However, they were forced
to contradict themselves and rely on articulatory sound features, since
at the time there were not yet any instruments which would allow
them to easily obtain reliable acoustic characteristics of sounds. It is
true that they could have used oscillograms; certain mathematical
methods (for example, Fourier analysis)'>* had already made it possi-
ble, using oscillograms, to establish comparatively accurate parame-
ters of sound spectra (that is, sound qualities), especially vowels. But
this was achieved only at the cost of very time-consuming calcula-
tions. Work was also done with sets of tuning forks, and with various
resonators and their highly demanding systems. Even under these con-
ditions, researchers learned much about the acoustic nature of speech
sounds; especially noteworthy here is the work of Karl Stumpf. But
more extensive acoustic research on various languages was out of the
question.

§ 195. The situation changed fundamentally after the war with
the invention of a speech-sound spectrum analyzer, or spectrograph,139

7 The first to write about the priority of acoustic features with regard to

articulatory features was Baudouin de Courtenay (cf. [Saradzenidze 1980: 60]).
This priority was adopted theoretically (but far from always in practice), even
proclaimed, by the Prague Linguistic Circle (see [Tezisy 1960: 72]; cf.
[Trubetzkoy 1977: 82-63 = Trubetzkoy 1960: 101-102]); Sapir’s view was
similar [Sapir 1949: 46, fn. 3 = Sepir 1993: 60, fn. 3]. In seeking to overcome
the conflict between acoustic and articulatory aspects of phonology, there have
been attempts to return to contemporary linguistics Baudouin de Courtenay’s
nearly forgotten concept of kinakema (cf. [Boduén de Kurtené 1963: vol. 2,
326-327]), a sort of synthesis of articulatory and acoustic distinctive features
[Plotkin 1979; 1982 and others].

1% Interestingly, the sound-signal spectrum obtained with computers is in fact
based on the Fourier analysis method.

1% On the principles of how these devices operate and their capabilities see,
for example, [Fant 1964: 217ff.; Flanagan 1968: 170-176; Jassem 1973: 165—
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a device which separates complex sound waves, converted by micro-
phone to electrical vibrations, into simple component vibrations and
permits quantitative characteristics of these vibrations—frequency,
intensity, and duration—to be observed on a screen and captured on
motion-picture film or on special paper. The images of acoustic prop-
erties obtained in this way are called spectrograms.

A more detailed description of the spectral characteristics of
sounds and the operating principles of a spectrograph would take us
too far from phonology. Here it should simply be recalled that on a
spectrogram so-called formants correspond to qualitative differences
among vowels and sonorants (see, for example, [Ladefoged 1996:
94ff. et passim; Grigor’ev 1962]). These are zones in which certain
frequencies are enhanced, and which depend on resonating chambers
formed in the mouth and, in part, the nose, and their interrelations (see
[Ungeheuer 1962; Grigor’ev 1962: 114; Fant 1964: 39, 114, 202;
Ferrero 1974]). The phonological characteristics and distinctive
features of sounds of this type are determined by the first two
formants (abbreviated F1 and F2); other formants (F3, F4, etc.)
generally convey only expressive information or individual voice
properties (cf. [Romportl 1968; Zinder 1979: 176]).

The spectrum of vowels depends to a considerable degree on the
individual speaker and the shape and size of the speaker’s vocal tract.'*’

182; Zinder 1979: 23-25, 170-179] (cf. also the discussion on methods for
processing spectrographic data: [Piotrovskij 1960; Nork, Murygina, Blochina
1960; Kibrik 1962; Piotrovskij, Podluznyj 1966]).

Spectral analysis of sounds has for many years been conducted in Lithuania as
well. Work was long done using a standard Sona-Graph 7029-A spectrograph
(Kay Electric Co.), and especially the 55-channel KPI-69 spectrum analyzer
belonging to the Experimental Phonetics Laboratory (now part of the Depart-
ment of Baltic Studies—TRANS.) at Vilnius University and constructed by the
Kaunas Polytechnical Institute. We are currently switching to computer analysis,
since all functions of a spectrogram and even a speech synthesizer are easily
“imitated” by special computer programs (on the principles and methods of such
analysis, see [Ladefoged 1996: 152ff.]). In Lithuania, the KALBAME ‘We talk’
system of P. Kasparaitis and V. Undzénas is most often used, as well as the
PRAAT program, created by the Dutch scholars P. Boersma and D. Weenink and
still being refined, which Dr. Boersma kindly allowed us to use.

1% An individual voice can in fact also be defined by the concrete values of
the first two formants (F1 and F2); cf. [Calinski, Jassem, Kaczmarek 1970;
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But there always remain certain quite constant relations: [i]-type
vowels have a very high second formant and a very low first formant;
both formants of [u]-type vowels are relatively low; the first formant
of [a]-type vowels is quite high and the second relatively low, not
much removed from the first. For example, the long vowels of
standard Lithuanian and the North Zemaitic dialect, as pronounced by
male voices, have approximately the following basic formants'*' (see
table 25; for clarity, the values of F1 have been rounded to the nearest
10 Hz and the values of F2 for the standard language have been
rounded to the nearest 100 Hz)."**

The spectral characteristics of vowels are closely associated with
articulatory properties; much has been written on this in the literature
on acoustic phonetics (for example, [Hockett 1955: 200; Glison 1959:
295; Haugen 1962; Ungeheuer 1962: 87; Fant 1964: 114; Romportl
1968: 18; Ferrero 1972: 11ff.; Jassem 1973: 192, 211; Podluznyj
1980: 31-32]). If we plot the F1 values for North Zemaitic vowels on
the y-axis of the third quadrant of a coordinate system and the F2
values on the x-axis, we obtain a picture of the vowel system (see
figure 24) which coincides almost ideally with the usual vowel
triangle reflecting their articulatory properties.143

Jassem 1968; 1973: 211]; on the effect of rate of speech on formants, see, for
example, [Shearme, Holmes 1962; Lobacz 1976: especially 213].

! The measurements were performed at the Vilnius University Experimental
Phonetics Laboratory, with Regina Kliukiené and Violeta Sakeviciiité partici-
pating.

"2 Greater accuracy would have been meaningless, since the analysis was
done with a KPI-69-type spectrograph (see fn. 139), the low-pass filter range of
which was 75 Hz and the high-pass filter range 150 Hz. In evaluating the results,
it should not be forgotten that the F2 values for long rounded back vowels ([u‘],
[0°], etc.) are not very reliable (cf. [Ungeheuer 1968: 183; livonen 1970: 627).

It should be noted here that the table presents averages calculated from large
arrays. The results of the analysis of Zemaitic vowels were checked with a speech
synthesizer at the Minsk State Institute of Foreign Languages (MI'TIMUA) by
Bronius Svecevicius; speakers of the dialect identified the synthesized vowels
quite well (see [Girdenis 1974: 169, fn. 16 (= Girdenis 2000b: 291, fn. 16)]).

' Long vowels are marked with a circle; short vowels with a black dot.

Approximately the same picture has been obtained by other researchers of stan-
dard Lithuanian and its dialects (for example, [Svecevicjus 1964; Plakunova 1967;
1968; Girdenis 1974: 169 (= Girdenis 2000b: 291); Kaciuskiené 1982: 42-43]).
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Table 25. Values of F1 and F2 for standard Lithuanian and the North Zemaitic

144

dialect

Language/ F1 | F2 F1 | F2

diflec% Vowel| | g,y |C1000 T Vowel| | ) |C1000] 7
[i] |250[2400| 709 [1150| [i] |400]1900| 794 | 500
[e] |450|2100| 799 | 650

Standard | [z] | 750 | 1600 | 897 | 350 | [e] |550|1700| 848 | 250

Lithuanian | [a7] |900|1200| 959 | 700| [a] |750|1300| 923 |350
[o] |550| 800| 944 | 750| [0] |600|1100| 913 | 500
[u] |300| 600| 829 |1100| [u] |450| 900 898 | 650
[i] |370[2330| 763 | 960| [i] |310[2180| 746 |870

Nty | ] | 4801940 | 816 | 460 | [¢] |510|1810| 831 | 320

Jomaitic | [€1 1670|1690 876 | 360| [e] |660|1730| 870 | 390

Gialecy | [ | 6601160 | 916 | 480 | [a] |690|1320| 964 | 370
[o] | 490|1060| 889 | 450| [o] |500|1150| 945 | 350
[u] |390] 750| 901 | 860| [u] |440| 870| 816 | 690

We can see from this diagram that the first formant reflects the
aperture and height of vowel articulation and the second formant
represents tongue advancement (that is, the place of maximal tongue
height, or more precisely, the resonating chamber formed between the
place of tongue height and the lips).

F2
(kHz)

2.4

L

(kHz)

Figure 24. Spectral characteristics of North Zemaitic vowels

144

The table gives two important indices: compactness (C-1000; calculated

according to Piotrovskij’s formula [Piotrovskij 1960: 29]), and tenseness
(T =|F1 —500] + |F2 — 1500, cf. § 200 and [Jakobson, Fant, Challe 1962: 176,

204-205]).
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Of the consonants, only the sonorants have a clear formant
structure, but even among these there are some (like [m] and [n])
which are properly distinguished only on the basis of certain spectral
characteristics of neighboring vowels (cf. [Flanagan 1968: 290-291]).
Obstruent spectra are formed by continuous frequency zones which
can vary in duration, height, and intensity; the spectrum of [§], for
example, is lower and far more intense than the spectrum of [s].
Plosive quality is more accurately shown not by brief bursts of
spectral noise, but by the beginning or end of neighboring vowel for-
mants: some consonants shift these in one direction, other consonants
in another direction (see, for example, [Hockett 1955: 206-207;
Mal’mberg 1962: 384-385; Delattre 1963: Frackowiak-Richter 1970;
Magno-Caldognetto 1979: 54; Jakobson, Waugh 1979: 93-947).'%

The very fact that some phonemes can be realized only by fea-
tures of transitional regions of neighboring vowel segments clearly
shows that the relations between phonological units and corresponding
stretches of the speech signal are neither simple nor direct. Moreover,
it has been convincingly demonstrated by reliable experiments that,
for example, sounds having a fully identical spectral structure can be
perceived differently if their phonetic surroundings differ (see
[Ladefoged 1967: 103ff.; 1973]; cf. also [Nork, Murygina, Blochina
1962: 50; Fant 1964: 23-24; Fant 1970: 52-57; Jakobson, Waugh
1979: 48-49 et passim; Fischer-Jorgensen 1981: 205]); the reality of
acoustic allophones has also been demonstrated (cf. [Jassem 1973:
112-118]). Furthermore, in most cases speech contains less acoustic
information than would be needed for accurate identification of
phonemes, but this goes unnoticed, since all of what is actually
missing is reconstructed on the basis of context and the content of an
utterance (see [Garnes, Bond 1977]).

Acoustic phonetics thus confirms rather than refutes the main
postulate of classical functional linguistics: that phonological linguis-
tic units are not absolute, but relative.

' Some phoneticians recognized this even before the invention of the spectro-
graph (see, for example, [Junker 1938: 244], where it is claimed that [k t p]-type
sounds create certain abrupt changes in vowel quality called Anbruch).
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v) BINARY DISTINCTIVE FEATURES

§ 196. The distinctive feature system established by Jakobson
and his collaborators (Halle, Cherry, Fant and others) consists of
twelve pairs of complementary or contradictory (opposite) phonetic
characteristics, divided into sonority and tonality features.'*® Most of
the features (nine) are assigned to the first group; the remaining three
form the second group.

The sonority features are related to such prosodic properties as
sound intensity and duration, and are defined by the amount of energy
and its concentration in the spectrum. Tonality features are related to a
sound’s prosodic pitch, and depend on the frequency of formants or
formant zones.

Let us examine these features in turn, without going into details,
which can easily be found in the literature.

§ 197. The following pairs are assigned to sonority features:
1) “vocalic”’—“non-vocalic,” 2) “consonantal”—*non-consonantal,”
3) “compact”“diffuse,” 4) “tense”“lax,” 35) “voiced”—“voiceless,”
6) “nasal”“oral,” 7) “continuant”—“discontinuous,” 8) “strident”—
“mellow,” 9) “checked”“unchecked.”

Some of these terms have their ordinary meaning. These are
first of all “voiced”"“voiceless” and ‘“nasal”—*“oral,” but in works on
dichotomous phonology they are defined acoustically as well as
articulatorily. Voiced sounds, for example, are characterized by the
presence of periodic vibrations in the low-frequency zone (the so-
called zero formant, F0O). The distinguishing property of nasal sounds
is the dispersion of spectral energy over a broader frequency zone.

§ 198. Close to their usual meanings are also the features
“vocalic”“non-vocalic” and ‘“consonantal”—“non-consonantal.” The
acoustic expression of the feature “vocalic” is distinct formants, con-
trasting with formants which are indistinct or completely absent. All
vowels and nearly all sonorants have this feature, while most conso-
nants lack it.

16 For a more detailed acoustic and articulatory characterization of these, see
[Jakobson, Fant, Halle 1972: 18-42 = Jakobson, Fant, Challe 1962: 177-210;
Jakobson, Halle 1962: 484-486 = Jakobson, Challe 1962: 254-258; Jakobson,
Waugh 1979: 84-153] (cf. also [Fant 1964: 203-216; Muljaci¢ 1973: 82-123;
Panov 1979: 50-59]). Henceforth this literature will be indicated only when
absolutely necessary.
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4. Paradigmatic Relations § 199, 200

The acoustic characteristic of the feature pair “consonantal”—
“non-consonantal” is low overall spectral energy, contrasting with
greater energy. Articulatorily speaking, these features are formed by
the presence or absence of a clear point of articulation. All conso-
nants, except for the so-called glides—[h j w]-type sounds—have the
positive feature “consonantal.” Hence, vowels are sounds which have
the features “vocalic” and “non-consonantal”; obstruents are sounds
with the features “non-vocalic” and “consonantal”; the sonorants [l m
n r] have the features “vocalic” and “consonantal,” and [h j w] are
“non-vocalic” and “non-consonantal.”

§ 199. The third pair of features, “compact”“diffuse,” corre-
sponds to the above tentative auditory property ‘“salient”—“non-
salient.” Characterizing the spectrum of compact sounds is a con-
centration of energy in a comparatively narrow central part of the
spectrum, whence the feature’s name. The spectral energy of diffuse
sounds is dispersed in the non-central part of the spectrum; its
formants are often quite distant from each other. For example, the first
and second formants of the compact vowels [a" @] are relatively close
to the center of the spectrogram, which is 1000 Hz (see their
compactness index of C-1000, presented in § 195 table 25 and § 208);
the first formant of the diffuse vowels is further removed from this
frequency. The more compact vowels are, the lower their articulatory
height; diffuse vowels are articulatorily high.

Compact consonants are those in which the main place of articu-
lation is in the back or mid area of the mouth, that is, sounds of the
type [k gl, [k &, [§ 2], as well as the so-called liquids ([l r]-type
sounds). Diffuse consonants are produced with a relatively closed
mouth, that is, their main place of articulation is in the front of the
vocal tract.

Since many languages have vowels of three, rather than two,
heights, this feature pair is often divided into two separate pairs:
“compact”™“‘non-compact” and “diffuse”“non-diffuse.” Mid vowels
are then defined with the features /“—compact” & “—diffuse™/.

§ 200. The fourth feature pair, “tense”—“lax,” together with quan-
titative features, differentiates the Lithuanian vowel phonemes /i'/ : /i/,
/w/ : v/, for example (cf. § 176 and references).

The formants of tense vowels are more distinct than those of lax
vowels and further removed from a neutral position, considered to be
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the spectrum for an [a]-type vowel (its characteristics for a male voice
are approximately F1 = 500 Hz, F2 = 1500 Hz, F3 = 2500 Hz; the
female voice equivalents are 550, 1650, 2750 Hz [Jakobson, Fant,
Halle 1972: 18 = Jakobson, Fant, Challe 1962: 176; Ungeheuer 1962:
86—87]). From an articulatory standpoint, tense sounds are also further
removed from a neutral position than lax sounds. Thus, tense high
vowels are a bit higher than lax vowels, and tense low vowels are
lower. Tense sounds are also usually of greater duration; in addition,
tense plosives can be aspirated.

§ 201. The seventh feature pair, “continuant”—“discontinu-
ous,”™" is the acoustic equivalent of the usual features “fricative”—
“plosive” and “trilled”—“non-trilled.” Continuant refers to a smooth
transition to a sound from the absence of sound; discontinuous is an
abrupt transition. As shown by computer experiments and experiments
with a so-called automatic segmentator, sounds such as [s], [s] and [t]
differ only in the duration and abruptness of a transition from pause to
sound. If we erase the beginning of an [s], the sound becomes a [s]; if
we remove a still larger initial portion, we hear a [t].

§ 202. The eighth feature pair, “strident”—“mellow,” distin-
guishes, for example, such phonemes as Lithuanian affricates and the
corresponding simple plosives or fricatives, such as English alveolar
/s z/ and interdental /6 &/ (“th”’; cf. also [Chomsky, Halle 1968: 318—
319, 329; Steponavicjus 1979: 154] and [Jakobson, Waugh 1979:
139-142], where the arguments seem less than convincing). Strident
sounds are characterized by a greater intensity of noise, and mellow
by a lesser intensity. Mellow consonants can sometimes even have
something similar to formant structure, which is completely alien to
strident consonants.

§ 203. The final pair of sonority features is “checked”—
“unchecked.” Lithuanian speakers recognize glottalization (the feature
“checked”) from the pronunciation né ‘no’ as [ne?z], and especially
from the Zemaitic broken tone (cf. ddkts “ddiktas” ‘thing’). But in
such cases, glottalization is not a distinctive feature of phonemes, but
an auxiliary prosodic device (see § 245, 250-251 and references, and

b

T This order of the features became established in the later works of

Jakobson himself (for reasoning, see § 166, and also [Jakobson, Waugh 1979:
140-1417).
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4. Paradigmatic Relations § 204, 205

also [Jakobson, Waugh 1979: 144-146]). In other languages (for
example, Circassian, Georgian, Kabardian, many Native American
languages), glottalization is as much a distinguishing feature of pho-
nemes as Lithuanian “voiced”—“voiceless” or “soft”—“hard” (see
§ 150, but cf. [Fischer-Jorgensen 1981: 205]).

Acoustically, glottalization is a sudden drop in spectral energy,
its high rate of dissipation. This acoustic effect is achieved by a
sudden convergence of the vocal cords or even a complete closure of
the glottis.

§ 204. Tonality features comprise only these three pairs:
10) “grave”“acute,” 11) “flat”—“plain,” and 12) “sharp”“plain.” As
we see from the terms themselves, they characterize in one way or
another the high or low qualities of a sound’s timbre.

The first pair of these tonality features, “grave acute,”'*® has
already been briefly mentioned (see § 192). It distinguishes, for
example, back and front vowels, labials and dentals, velars and
dentals, and also various types of velars and palatals.'* Acute vowels
(for example, [i e]) are characterized by a high second formant,
considerably approaching the third formant. The second formant of
grave vowels (for example, [u o]) is relatively low, generally lower
than the central part of a spectrogram, approaching the first formant.
Among other features, grave consonants are characterized by a general
lowering of the second formant of neighboring vowels (at least the
portion adjoining the consonant); acute consonants raise this formant
(see § 195 and references). These features are perhaps easiest to
perceive by ear: acute sounds, in comparison with corresponding
grave sounds, always appear to be of a higher and brighter timbre.

§ 205. The features “flat”—“plain” correspond to various articu-
latory properties which lower the timbre of sounds. Flat includes labi-
alized, velarized, pharyngealized, and retroflex sounds. The acoustic
essence of this feature, as the name suggests (flat is a musical symbol
which lowers a note’s value by a semitone), is a lowering or weaken-
ing of high (or even all) formants or frequency zones. Plain sounds
have normal formants or frequency zones.

RIS

1% Some linguists (for example, [Lekomceva 1962; Kazlauskas 1966]) use the
non-traditional articulatory terms “peripheral”’—“non-peripheral.”

' On the need to strictly distinguish palatal and palatalized sounds, and also
the phenomena of palatality and palatalization, see [Cekman 1979: 44ff.].
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In standard Lithuanian these features have no independent value;
they simply highlight grave or hard sounds. All Lithuanian non-
compact grave vowels are flat (labialized [rounded]); almost all hard
consonants (especially [1]), should be considered flat, since they are
accompanied by velarization (that is, a secondary raising of the back
of the tongue toward the soft palate; see § 146). In addition, flatness
(lip-rounding) reinforces the feature complex /“+vocalic” & “—con-
sonantal” & “—acute” & “—compact”/ (see § 173). In the dialects,
these features can have an independent distinctive function; they can
differentiate phonemes of the type /i/ and /u/, /e'/ and /o*/ (cf. § 181).

In some languages, acute flat vowels contrast with ordinary
vowels, cf. Ger. Kiel : kiihl, etc. (see § 189). The Arabic “emphatic”
(that is, strongly velarized or pharyngealized) consonants are also flat:
Egyptian fi.n ‘clay’ : ti:n ‘figs’, Tunesian darr ‘he damaged’ : darr ‘he
strewed’ ([t n Q r] are “emphatic” consonants, [i:] and [4] are flat allo-
phones of the phonemes /i a/; see [Zavadovskij 1979: 41-42]). As we
see, this emphatic property is quite reminiscent of prosodic features,
since it flattens all sounds of a syllable or even a word; cf. also NZem.
fe.teno “ritiniu” ‘roll, scroll-INS.SG’ : ré.teno “ritinu” ‘roll-1SG.PRS’,
where the vowel tonality of all syllables is determined by the
sharpness or flatness of the final consonant ([n] or [n]).

§ 206. The final pair of distinctive features is “sharp”—“plain.”
These are the counterparts of the “impressionistic” terms “soft”—“hard”
and the articulatory phonetic terms “palatalized”—“non-palatalized.”
The terms “sharp”“plain” were chosen for these properties because
palatalization raises all spectral frequencies of consonants and in
particular the formants of neighboring vowels, at least that portion
which is in direct contact with the consonant. This occurs because a
secondary raising of the mid-part of the tongue toward the hard palate
narrows the anterior resonating chamber of the oral cavity and makes
it similar to that of a front vowel (especially [i]) or the consonant [j].

Lithuanian front vowels are also occasionally considered “sharp”
and back vowels “plain,” but the motivation for this usage is not very
clear. Only the fronted allophones [u], [6], etc., of back vowels
should be considered “sharp.”

It should be noted that the feature “sharp” (like the Arabic
emphatics) is reminiscent of prosodic elements: it very much tends to

29 <¢
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4. Paradigmatic Relations § 207

spread to neighboring sounds or even syllables. In the North Zemaitic
dialects, for example, all consonants of the word 7e.ferio “ritiniu” ‘roll,
scroll-INS.SG’ are more or less soft, and all consonants of re.teno
“ritinu” ‘I roll’ hard. In the latter case, even the vowels are signifi-
cantly backed; the pronunciation is approximately r¢.zen o (see § 222
and 236).

d) THREE EXAMPLES AND SOME GENERAL
CONSIDERATIONS

§ 207. Let us try to apply universal acoustic features to concrete
phonological systems. This should not be difficult, since we are
already accustomed to a dichotomous analysis of phonemes and to the
matrices and tree diagrams used in dichotomous phonology.

To begin, we can take Jakobson’s classic example: the vowel
system of standard Turkish /i & #+ a y ce u o/ (see § 192 and [Jakobson
1962: 302-303; Jakobson, Waugh 1979: 146-148]; cf. also [Glison
1959: 236; Dmitriev 1960: 15; Mel’nikov 1966)).

The feature “compact” should be assigned to the open vowels
/& a ce o/ of this system, and “diffuse” to the close vowels /i i y u/ (cf.
§ 199). The vowels /2/ and /a/ are undoubtedly more compact than /ce/
and /o/, but as we know, phonological units are relative: we are only
interested in the fact that /&/ is more compact than the clearly diffuse
/y/, and /o/ is more compact than /u/. The front vowels /i & y e/ are
“acute,” and the back vowels /1 a u o/ “grave” (cf. § 204). The rounded
vowels /y e u o/ have the feature “flat,” and the unrounded /i & t a/
“plain.” Here these features are indeed distinctive, since both front
vowels and back vowels can be rounded or unrounded.

We can now set up a phoneme matrix (see table 26; here and
below the symbols in parentheses are abbreviations of the above-
mentioned English terms, see [Sirokov 1965: 89]).

Table 26. Acoustic distinctive features of standard Turkish vowel phonemes

e Phonemes
No. | Distinctive features 01— 0T T 0 Tl |l | Jol
1 | compact (Cp) - + - + - + - +
2 | grave (G) - - + + - - + +
3 | flat (FI) - - - - + + + +
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The tree diagram of this system is fully symmetrical (see figure
25).150

2 2

| | | |
3 3 3 3
Jif Jy! Jil ool el

Figure 25. Tree diagram of Turkish vowel phonemes

§ 208. The vowel system of standard Lithuanian can be described
with these features of the universal “alphabet”: 1) “tense”“lax,”
2) “acute”‘grave,” 3) “compact”“non-compact,” 4) “diffuse”—“non-
diffuse.” In addition, since Lithuanian has the phonemes /uo ie/ of
gliding articulation and quality, we would need to add the feature pair
“non-uniform (gliding)”—“uniform (non-gliding),” which is not charac-
teristic of this “alphabet.”"!

99 ¢

%0 This is a classic example of an ideal phonological system, since each
distinctive feature is exploited to the fullest, and there is no single feature more
than is strictly necessary to distinguish at least minimally all phonemes from one
another.

The number (P) of distinctive features of an ideal system can be found using
the formula P = log, F' (F is the number of phonemes) [Lomtev 1976: 110ff;
Stepanov 1975a: 67-68]. If we perform the calculations using this formula, it
becomes clear that for an ideal system of eight phonemes only three distinctive
features are needed: P =log, 8 =3. And, in fact, the Turkish vowel system con-
sists of eight phonemes, differentiated by three binary features. Such a perfectly
symmetrical system is a great rarity: the number of distinctive features is almost
always greater than the ideal. For example, the five binary features of Lithuanian
vowels (see § 178, table 19) could differentiate thirty-two phonemes, rather than
twelve; the nine phonemes (see § 169, table 16) distinguishing Lithuanian con-
sonants would suffice for 512 phonemes. All twelve features could “handle” a
fantastical system of 4096 phonemes.

13! Non-standard features are often needed by other researchers as well (cf.
[Lekomceva 1962], which makes reference to the non-standard opposition
“reduced”—“non-reduced”).
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The choice of other features can easily be based on a spectral
analysis (see § 195 and table 25).

The index of tenseness for long vowels (7) is in all cases signifi-
cantly greater than for corresponding short vowels.'”> Of course,
instead of the pair presented in the table, we could also have chosen
the prosodic pair “long”—“short” (cf. [Saumjan 1962: 156]), but in
those cases where two types of solution are possible, adherents of
dichotomous phonology give priority to internal or inherent (that is,
spectral) features of Jakobson’s “alphabet.” The tense vowels [i" ¢ &°]
should be considered acute, since their second formant (F2) is in the
high frequency zone; that is, it exceeds a frequency of 1500 Hz. The
contrasting [u’ o* a'] have a relatively low second formant, close to the
first. The features “acute”“grave” should be reversed, since Lithu-
anian acute vowels are the marked members of this opposition (see
§ 144 and 172) and should therefore have a positive feature.

Of the acute tense vowels, the most compact are [ €] (for their
index of compactness, see table 25) and the most diffuse is [i']; of the
grave vowels, the most compact is [a'] and the most diffuse is [u']. In
addition, the results of a spectral analysis show that the values of
compactness and diffuseness are not absolute, but relative. The vowel
[0°], as a sound, is more compact than [a-], but it is not a compact
phoneme, since the system of grave vowels includes the more com-
pact [a‘]. The vowels [u' o] also have the feature “flat,” contrasting
with the “plain” of all other vowels, but this logically follows from
other features: /“+V” & “—Co” & “—Ac” & “—Cp”’/ — [“+F1”].">* The
feature “compact”—“diffuse” should be split in two, since Lithuanian
tense vowels have three tongue heights, rather than two (cf. § 199 and
[Saumjan 1962: 156]).

The results of a spectral analysis of lax vowels are usually
analogous, so we will not stop to examine these.

In principle, it would be possible to do without the fifth feature
pair, “gliding”—“non-gliding.” Since the beginning of [uo ie] is clearly
“diffuse” and the end is nearly “compact,” we could consider its

152 The situation is evidently different in the North Zemaitic dialect, where,

for example, short [e] appears even more tense than [e'], while the index of
tenseness for the other vowels is much lower than in the standard language.
153 That is, “flat.”
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spectral variability a result of the interaction of the opposite features
“compact” and “diffuse.” But, firstly, this solution appears too para-
doxical, and secondly, it does not accord well with the great articula-
tory closeness of [uo] and [o°], [ie] and [¢'] (cf. § 175).

After these considerations, we can create a matrix of vowel pho-
nemes (see table 27; the features in parentheses are needed only if we
include the marginal <e/g> in the system; otherwise there would be
zeroes in their place), differing from the previous one (see § 178,
table 19) only in the names of the distinctive features.

Table 27. Acoustic distinctive features of the vowels of standard Lithuanian'**

No. Features P Phonemes
lel |le’/| A/ | vl |le/| )iel | Jal | /a/| u/ | /a/ | /o] |luo/
1 | tense (T) i D i M s B R B M e e B
2 | acute (Ac) + |+ |+ |+ |+ |+ == === -
3 | compact (Cp) + |+ - - -]+t -] -|-
4 | diffuse (D) 00 |[(H] + -1 0|0 | +]—-]-
5 | gliding (GI) 0[]0 O0]O]—-]+]0]O0O]O0O]O| -]+

A tree diagram of this classification would coincide with the one
created on the basis of the articulatory feature matrix (see § 178,
figure 18), except that the numbers at the nodes would now refer to
the corresponding acoustic features.

§ 209. The consonant system described with universal binary
features differs somewhat from the one examined earlier (see § 169,
table 16). First, certain acoustic features unite sounds of different
articulations; second, due to a certain unwieldiness of the universal
“alphabet,” we need to divide the /k t p/ and /g d b/ triads somewhat
differently, and even somewhat disturb their syntagmatic classification.

Following Gunnar Fant [Fant 1964: 208], we venture here to unite
AR 1r#,and /m tn @/ (on the sonorant nature of the latter, see
[Plakunova 1967; 1968]) into a single class, since this is required by
their syntagmatic relations with other phonemes (for an earlier inter-
pretation, see [Girdenis 1981a: 158—159]): the phonemes /j v V/ con-
trast with other non-nasal sonorants as “diffuse” to “compact.” Keeping
in mind the relativity of distinctive features, we will reject “discon-
tinuous” as a distinctive feature of /r ¥/; this would unacceptably split

'3 Eng. gliding is an ad hoc translation of the corresponding Lithuanian term

kintamasis; the abbreviation is GI.
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these phonemes off from the entire sonorant class. The discontinuous
nature of these consonants can easily be accounted for by the general
rule /“+V” & “+Co” & “~N” & “+Cp” & “—G”/ — [“—Cn”].

Of the numerous other features explainable by general rule,
especially noteworthy is the flatness of “non-sharp” phonemes:'>
[“=V” & “=Sh”/ — [“+F17] (see § 206).

The distinctive feature matrix would now look like this (see
table 28; as in table 16, the symbols for hard consonants represent
both sharp and plain phonemes).

Table 28. Acoustic distinctive features of consonants in standard Lithuanian

No Distinctive Phonemes

' features kig|t|d|p|blc|3|¢|3|s|z|8|z|l|r|j|v|n|m
1 | vocalic (V) —=1=1=1=l=l=1=1=1=1=|= |||+ ]|+ +]+]+]+
2 | nasal (N) 0/0/{0/0]/0][0][0|0]0]0]0]0]|0|0O|—|—|—|—|F|*F
3 |continuant (Cn) |—|—|—|—|—|-[—|-|—|—|*+|[+]|+[*+]|0]0]0]0|0]|0O
4 | strident (St) —|=|=|=|=|=|+|+|+|+|/0]0|0|0]0|0]|0|0|0|O0
5 | compact (Cp)

6 | grave (G)

7 | voiced (Vc) |+ ||+ |||+ |+ ]+|—|+]0]0]0|0]0]|0
8 | sharp (Sh) A AR B R B BRI EA B I ESESE

§ 210. It is also possible to create a general distinctive feature
matrix which combines both vowels and consonants; such systems are
presented in many works on dichotomous phonology (see, for example,
[Kazlauskas 1966; Perebyjnis 1970: 62; Muljaci¢ 1972: 36]). But in
constructing “universal” systems, we must inevitably neglect syn-
tagmatic relations among phonemes, together with phoneme classes
and correlations revealed by neutralization (cf. [Sirokov 1965: 95]),
since vowel subsystems generally show one type of feature hierarchy,
while consonant subsystems show another. In combining all features
into a single system, we must disregard the phoneme relations of one
subsystem or the other. This would not be good, since it is in fact
relations which are the main object of phonological study; distinctive
features should only be the material and even somewhat arbitrary
expression of these relations.

'35 This has been demonstrated by Aldonas Pupkis and his students (for

example, [Dogelyté 1973]).
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Unfortunately, the founders of dichotomous phonology gave
little attention to syntagmatic relations. Their primary, and, we might
say, almost exclusive “hero” was distinctive features, and Jakobson
and his supporters were inclined to sacrifice all other phonological
phenomena and relations. Even the question of feature hierarchy was
of little interest to them (cf. [Zuravlev 1979: 17]). As a result, they
essentially created not a new, independent theory of phonology, but
only a universal analytic phonetic alphabet which permits a descrip-
tion of the distinctive features of different languages based on the
same principles. The future will show just how universal this alphabet
actually is, but the idea itself will almost certainly never be rejected.
This is also shown by the works of adherents of generative phonology,
which operate with a finite (though much larger) list of universal
binary features (see, for example, [Chomsky, Halle 1968: 298ff.]),
although this approach has almost nothing in common with classical
phonology. It is true that the generativists returned to the articulatory
aspect of features, but this must simply be explained by the then-
fashionable motor theory of speech perception, rather than by any
principal difference in views.

The greatest achievement of the dichotomous theory is undoubt-
edly the clearly and strictly formulated principle of binary oppositions.
While it is true that there are some very consistent opponents of
binarism (for example, Martinet), most phonologists (and not just pho-
nologists) accept it without reservation. What drives support for this
principle is not so much the criterion of simplicity or the impetus of
information theory, as, most importantly, the fact that syntagmatic
relations among phonemes (and other linguistic elements) are without
question binary. If we classify phonemes first of all on the basis of
these relations, we will inevitably obtain binary classes and binary
features for these classes.

In evaluating the dichotomous theory, it should also not be for-
gotten that it successfully brought together the ideas of phonology and
the achievements of acoustic phonetics, and created a reliable schol-
arly apparatus for interpreting the results of acoustic experiments pho-
nologically.

§ 211. In concluding our remarks on dichotomous phonology, it
should be noted that this theory has been significantly compromised
by numerous rather superficial studies of diverse phonological
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systems which operate with an “alphabet” of distinctive features. In
many such works we will not find much true phonology, except for
the terms themselves, the matrices, and the tree diagrams (for a
justified criticism, see [Sirokov 1965: 95 et passim]). It seems that
these authors were under the illusion that these external attributes
form the essence of dichotomous phonology (or even phonology in
general).

In fact, the universal “alphabet” of features is only a handy tool
for summarizing the results of a thorough analysis of syntagmatic and
paradigmatic relations; it cannot of itself turn a phonetic study into a
phonemic one (cf. [Hordlek 1965: 366]). On the other hand, a good
phonological work may not refer to the binary features of dichoto-
mous theory at all, but (like a very individualistic phonetic transcrip-
tion) this would reduce its accessibility, and make it difficult to corre-
late the results with instrumental research on the acoustics of sounds.

f) DISTINCTIVE FEATURES AND SEMANTIC
COMPONENTIAL ANALYSIS

§ 212. The analysis of phonemes into distinctive features is quite reminis-
cent of semantic componential analysis, which plays a large role in contempo-
rary work on semantics. This research is based on the assumption that every
more complex lexical meaning, or meaning of grammatical forms or categories,
can be considered a combination of more elementary semantic components, so-
called sememes. For example, the most typical meanings of the words man,
woman, boy, girl, sheep, ram, lamb can be described as combinations of roughly
these smallest binary components: 1) “human”“non-human,”">® 2) “child”—
“non-child,” 3) “female”—“non-female.” Componential analysis can be shown in
a table which does not differ from a phoneme matrix (see table 29).

Table 29. Example of semantic componential analysis

Components Words

man__ | woman | boy girl sheep ram lamb
human + + + + - - -
child - - + + - - +
female - + - + + - 0

1% These two components have been singled out somewhat arbitrarily: in a

broader context, we would need more components distinguishing various living
creatures; a sheep, after all, is not just “non-human,” but also “non-cow,” etc.
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§213 II1. Phoneme Relations

We could also use this table to draw a typical tree diagram. But even without
this, it is clear that there is an obvious isomorphism between phoneme structure
and the semantic composition of words, and that the decomposition of phonemes
into distinctive features and semantic componential analysis are essentially the
same procedures. Only semantic research is of course far more complicated than
phonological research.

It should be noted that even the general direction of semantic research in
recent years has become increasingly similar to that of dichotomous phonology.
Semanticists also intensively seek universal components of meaning, common to
all languages. There have even been quite fruitful attempts to derive all meaning
from just a few primary components—*‘semantic primitives” (see, for example,
[Wierzbicka 1972])—although at present the number of “primitives” is several
times greater.

g) SUMMARY REMARKS

§ 213. In investigating the paradigmatic relations of phonemes
and in seeking their distinctive features, the following more important
claims and principles should be kept in mind.

1. Paradigmatic relations are possible only among phonemes
which are found in the same position; in other words, to form a single
paradigm. Since vowels and consonants are used in different posi-
tions, they can only have syntagmatic relations.

2. The result of an analysis of paradigmatic relations is a set of
distinctive features—the smallest simultaneous phonological units,
realized as individual properties of sounds and distinguishing
phonemes from one another.

3. Paradigmatic relations and distinctive features first and fore-
most represent syntagmatic phoneme classes. Phonetic properties
which distinguish certain syntagmatic classes from others are highly
important distinctive features in those cases where the members of dif-
ferent classes are found in the same position.

4. In establishing distinctive features, neutralization phenomena
should also be taken into account. Correlation marks revealed by neu-
tralization are important distinctive features, determined by the system
itself.

5. When we cannot rely on syntagmatic relations or neutraliza-
tion, we should first consider phoneme frequency and the auditory
properties of sounds representing phonemes—their similarity or lack
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4. Paradigmatic Relations §214

thereof—as perceived by ear. We can depend least of all on the data of
acoustic and articulatory phonetics; they are only used to describe
already established distinctive features.

6. In establishing distinctive features, it is most useful to assume
that all phonological oppositions are binary and whenever possible to
formulate research results in terms of a universal “alphabet” of dis-
tinctive features.

7. The decomposition of phonemes into distinctive features is
related to componential analysis of meaning.

§ 214. In conclusion, we should add that distinctive features can
neither displace nor replace phonemes. A phoneme is not a mechani-
cal sum of features; it often needs to be treated as a relatively homog-
eneous, rather than complex, unit (see, for example, [Dukel’skij 1962:
126; Saumjan 1962: 114; Zinder 1979: 43]). This must be said first of
all regarding syntagmatic relations, whose analysis would become
indescribably complicated if we were to reject the phoneme as the true
object of these relations. The phoneme is also most often the prime
agent in many diachronic events, although in some cases, individual
distinctive features may also change, as well as units larger than the
phoneme.15 !

Quite the same can be said regarding the phonological syllable
and word; they are likewise not a simple sum of lower-level units (cf.
[Popela 1966: 75]). In general, it would be most logical to maintain
the view that distinctive features directly distinguish only phonemes,
rather than words or syllables. Phonemes are distinguishing elements
of the syllable, and syllables are distinguishing elements of the word,
etc. (cf. § 25-30). Each unit of a higher level has its own characteristic
properties and functions, just as a house is not just a sum of bricks,
mortar, metal, wood and glass, but a specific structure with its own
spatial relations and its own functions.

7 1n fact, it is almost always allophones which change first, rather than pho-

nemes. This had already been demonstrated in the nineteenth century by Karl
Verner with his celebrated law, which famously explained exceptions to
Germanic consonant mutations (Lautverschiebung) (see [Verner 1877]).
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§215

IV. SUPRASEGMENTAL UNITS

1. INTRODUCTORY REMARKS

§ 215. The above analysis of syntagmatic and paradigmatic rela-
tions broke each phoneme down into distinctive features—the smallest
simultaneous units with distinctive function. Every phoneme can now
be considered a simultaneous combination of distinctive features,
every syllable a linear sequence of phonemes, and every word a linear
sequence of syllables. However, neither the smallest nor the largest of
such units would be sufficient to identify even the shortest utterance
or sentence. For example, the word 7z ‘you’, singled out with all its
physical properties from Salomeja Neéris’s sentence 7 nubusi vidury
naktiés ‘You will wake up in the middle of the night’, cannot be
replaced by the similar sounding but nevertheless different utterances
Tu? or Tu.,' although they are formed with the same syllable and con-
sist of the same phonemes /t u/, whose distinctive features all co-
incide.

It is easy to verify this with a simple experiment. If we record
the first, longer, utterance on magnetic tape and carefully erase all
words except the first, and then present the remaining fragment ...
to listeners or listen to it carefully ourselves, we will easily agree that
this fragment differs from the utterances 7u? and Tu. and can in no
way replace them. Thus, in addition to words, syllables, and phonemes
and their distinctive features, every utterance and every sentence con-
tains additional simultaneous units which differentiate entire sentences
or other units and sequences larger than the phoneme. These are the
above-mentioned (see § 32—34) suprasegmental phonological units, as
distinguished from linear, or segmental, units and distinctive features.

" This phrase could be an answer to a certain question (for example, “Who
will be speaking today?”).
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1. Introductory Remarks § 216,217

§ 216. As the term itself suggests, suprasegmental units should
essentially be secondary phonological phenomena, which only sup-
plement the basic—linear—elements. This impression might also arise
from the description given above (§ 33). But in fact neither phonemes
nor words can exist without suprasegmental units, since only they turn
lifeless phonemes, syllables, and words into true sentences and utter-
ances (cf. [Kacnel’son 1971: 138-139]). A sentence without intona-
tion is just as impossible as a sentence without words (cf. [Solncev
1977: 188—-191)).

The illusion of the greater significance of words and other linear
units arises perhaps because many writing systems meticulously
record these elements, but indicate suprasegmental phenomena only
approximately. Stress, pitch accent, and tone are often fully ignored,
and intonation is shown only by punctuation marks, very generalized
and simplified. Additionally, linear units convey and differentiate
more varied and complex referential information.

§ 217. Thus, every larger phonological unit, first and foremost
the sentence, is a combination of linear and suprasegmental units (or,
figuratively speaking, an “orchestra” of these units [Milewski 1965:
26]). Somewhat simplifying the actual situation, we could say that Tu? =
& 1, Tu. = /v & /.1, Tu! = /tu/ & /1/, etc. (/?/, ./, /!/ denote the
corresponding intonation here). The first suprasegmental unit (/?/)
marks “question,” the second “statement,” the third “exclamation,”
and they thus convey a certain content. But we cannot utter these units
separately, since they are only formed by certain modulations in the
pitch, intensity, and articulatory duration of a word’s syllables and
phonemes. Here, one sign, expressed by words, their syllables, pho-
nemes, and distinctive features, merges with another sign, expressed
by these modulations. Every sentence fragment therefore conveys
several signs simultaneously, some by means of linear units, others by
means of suprasegmentals.

Even a single intonation is a highly complex phenomenon. It
interweaves elements of content and expression, representational and
expressive functions of sounds, even purely linguistic and so-called
paralinguistic phenomena (cf. [Girdjanis 1976: 106 (= Girdenis 2000c:
369)]).” Therefore, intonational phenomena are usually not the pur-

? Paralinguistic elements (from Gk. wapd ‘alongside, nearby’ and linguistic)
are non-linguistic phenomena and signs which accompany acts of speech:
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§ 218 IV. Suprasegmental Units

view of phonology, but of the above-mentioned (§ 17) comprehensive
discipline of intonology (see [Svetozarova 1982: 14]), which studies
speech melody, dynamics, and speech rate from the standpoint of
various functions (for details, see [Ceplitis 1974 and references]). The
area of this research which is closest to phonology is sometimes called
sentence phonetics or sentence phonology. Word phonology, which is
the object of the present study, is interested in intonation only in so far
as it is connected with the suprasegmental elements of a word.

The present work also does not consider issues of so-called
intrinsic (non-functional) prosody. First, they are only indirectly con-
nected with phonology, in so far as they are components of distinctive
features. Second, we have long had Pakerys’s exhaustive study, a
major part of which is in fact devoted to intrinsic prosodic phenomena
[Pakerys 1982: 10-15, 17-25, 43-48].°

2. NON-PROSODIC SUPRASEGMENTAL UNITS

a) TYPES OF SUPRASEGMENTAL UNITS

§ 218. In separating out suprasegmental units which differentiate
certain larger speech fragments, the overall number of phonological
units is always reduced, and a description and interpretation of the
entire linguistic system is often simplified. Indeed, if intonation were
not distinguished, we would need to consider 7u?, Tu. and Tu!
completely different words, and we would find yet another word of
related meaning in the sentence Tu nubusi vidury naktiés, and still
another in the sentence Eik tii! ‘Go on!’ and so forth, ad infinitum.
Such a solution would not only complicate the lexicon and grammar;
it would also be intuitively unacceptable: even the most naive infor-
mants understand perfectly well that we have the same word 7 in all
these utterances. If we separate out intonation as a suprasegmental unit,
we can further examine this word grammatically and phonologically,

gestures, mimicry, individual overall tone of voice (for example, its tenderness,
roughness, pitch range, hoarseness, etc.; see [Nikolaeva, Uspenskij 1966;
Rensky 1966; Kol’sanskij 1974]).

3 Pakerys is also the author of the term intrinsic prosody [savaiminé prozo-
dija).
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2. Non-prosodic Suprasegmental Units § 219, 220

regardless of modulations in pitch, intensity, and duration, which are
now included in a separate system belonging to the sentence rather
than the word (see, for example, [Harris 1963: 45-58; Nikolaeva
1977: 4-9 et passim; Solncev 1977: 188ff.]).

§ 219. In addition to sentence intonation, which is certainly a
bilateral unit [Solncev 1977: 187, 190 and references], certain features
of the word and syllable are usually considered suprasegmental units:
stress, tone, and pitch accent, often called syllable intonation or syl-
lable accent [Zinder 1979: 257ff.]. These features are usually called
prosodic units, and their phonologically significant nuclei—proso-
demes [Hammarstrom 1966: 33—37]. Prosodic units for the most part
differ from distinctive features in phonetic expression as well; they
usually consist not of timbre (spectral or inherent) properties of
sounds, but of modulations in pitch, loudness, and articulatory
duration, similar to features of intonation, although they are often
accompanied by certain changes in sound quality as well (cf. [Fry
1965; Hammarstrom 1966: 35; Bondarko, Verbickaja, Zinder 1966;
Pakerys 1967a; 1967b; 1968; 1982: 183—185]; for a theoretical justifi-
cation, see [Ginzburg 1966: 98ff.]). But various other sound features,
in addition to prosodic features, can also be interpreted as supraseg-
mental units, as long as they characterize and differentiate stretches of
sound larger than the phoneme (cf. [Allerton 1965: 203]).

b) FOUR INTERPRETATIONS OF LITHUANIAN
CONSONANT SOFTNESS

§ 220. The softness and hardness of consonants in standard
Lithuanian and especially the dialectal West Aukstaitic of the Kaunas
area (Suvalkija) could be considered an example of features which can
be interpreted as suprasegmental units, although when we examined
paradigmatic relations among consonants, we assigned them without
further discussion to distinctive features of phonemes. This interpreta-
tion was based on the prior assumption that fronted back vowels are
allophones of the “pure” back vowels. But the actual situation is far
more complicated.

As we know (see § 136, table 14 and [Girdenis 1967a
(= Girdenis 2000b: 313ff.)]), hard (plain) consonants are used word-
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§ 220 IV. Suprasegmental Units

finally ([—#], position 5) before “pure” back vowels ([—V"], position
1) and before hard consonants ([—C], position 3). Soft (“sharp”)
consonants are found only before front vowels ([—V'], position 2),
soft consonants ([—C], position 4), and fronted back vowels ([—V"],
part of position 1). On the other hand, “pure” back vowels can only
follow a pause ([#—]) or hard consonants ([C—]); front vowels
follow a pause ([#—]) or soft consonants ([C—]), and fronted back
vowels only follow soft consonants ((C—1). Thus, only the following
types of sequences are possible: a) iC, uC; b) (C)Cu; c) (C)Cui (the
number of elements in parentheses can vary from zero to three), cf.:
[Vef*Z°1°us] “verzlins” ‘impetuous, dashing-ACC.PLM’ : [Ver"z’1°us]
“verzlis” ‘impetuous, dashing-NOM.SG.M’ : [VefZli] “verzli” ‘impetu-
ous, dashing—NOM.SG.F’.4

Before front vowels, soft consonants, and fronted back vowels,
there is automatic softness of consonants; in all other positions, they
are hard. But the vowels, especially the “pure” and fronted back
vowels, depend equally well on position, since the former can only
follow a pause or hard consonant, and the latter can only follow a soft
consonant,” that is, they are in complementary distribution.

This unique situation makes possible four interpretations of con-
sonantal softness, one of which is suprasegmental [Girdenis 1967a
(= Girdenis 2000b: 314f.)] (on a similar situation in Proto-Slavic, see
[Vinokur 1962]).

1. It may be assumed that front vowels, fronted back vowels, and
“pure” back vowels have a distinctive function and perform the role of
independent phonemes. In this case, the hard and soft consonants

would be allophones of the same phoneme (see table 30), since they

* For details on these phenomena and processes, which are irrelevant for pho-
nological analysis, see [Vajtkjaviéjute 1979].

> Here and elsewhere, it should be remembered that softness and hardness are
the “impressionistic” (auditory, psycholinguistic) counterparts of the articulatory
features of palatalization and velarization (or simply absence of palatalization),
corresponding to which on the acoustic plane are “sharp” and “plain” (or “flat”).
Avoiding these terms and using only, say, the articulatory ones, would be un-
necessarily pedantic, devoid of phonological meaning. One should not forget
that what is important in phonology are oppositions themselves, rather than their
phonetic basis.
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2. Non-prosodic Suprasegmental Units § 220

are in complementary distribution; soft or hard pronunciation is self-
evident from the position.’

Table 30. Interpretation of consonant softness in standard Lithuanian (version I)

Sound Positions _ Interpretation
types | [—u] | [—u] | [—i] | [=C] | [=C] | [—#]

[C] + + +

(] n T n /C/

In this interpretation, the system of long vowel phonemes would

be:
fi/ e/ fu/
/ie/ o/ /uo/
e/ 107/ /o/
le/ la/

Between vowels of the type /u/ and /u/, we would have a correla-
tion which is neutralized after a pause (i.e., in absolute word-injtial
position). The above-mentioned forms would be transcribed /verzlus/ :
Iverzlus/ : /verzli/.

2. In the second case, we distinguish individual soft (“sharp™)
and hard (“plain”) consonant phonemes, contrasting before back
vowels. Fronted and “pure” back vowels are allophones of the same
back vowel phonemes (see table 31): /VefZlus/ : /Verzlus/ : /vefzli/ or
/VeRZIUS/ : /VeRZIUS/ : /VeRZLi/ (archiphonemes are marked with spe-
cial characters).

Table 31. Interpretation of consonant softness in standard Lithuanian (version II)

Sound Positions Interpretation
types [#—] [C—] [C—]

& . ; i

[u] *

h - " h/

%In individual urban idiolects (individual speech varieties), this system may
be contradicted by such internationalisms and professional jargon as [k"tltas]
“kidtas” “cult’, [p-ulsas] “palsas” ‘pulse’, [algebra] “digebra” ‘algebra’,
[buha.ttefis] “buhdlteris” ‘book-keeper’, but these cannot be considered facts of
the normative standard language (cf. [Vajtkjavicjute 1979: 36] and [Girdenis,
Pupkis 1979 (= Girdenis 2000c: 349ff.)]). The situation may be different in the
dialects, but their phonological systems also differ.

CERNNS
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§ 220 IV. Suprasegmental Units

3. Consonant softness can also be considered a manifestation of
the articulatorily and acoustically similar phoneme /j/ (cf. § 71, like-
wise [Merlingen 1970: 343—344; Zulys 1975: 66]), since combinations
of the type Cju and Cui are in complementary distribution: in simplex
words [j] can only occur with initial [p], [b] (bjauris ‘ugly’, spjduti
‘spit-INF’); in all other cases, we only have Cui-type sequences: words
of the type atjoti ‘come (on horseback)-INF’, Gaidjurgis [surname] do
not contradict this, since their C + [j]-clusters are “undone” by open
juncture (cf. § 36). Before consonants and front vowels, softness
would only be a feature of allophones.

In this case, the transcription of the above forms would be
verzljus/ : /verzlus/ : /verzli/.

4. A suprasegmental interpretation of consonantal softness is
also possible. Just such an approach is assumed by the so-called
phoneme cluster hypothesis (Ru. epynnogonema; see, for example,
[Zuravlev 1966]; cf. [Kazlauskas 1968b]).”

Since consonant clusters are always either fully hard or soft, and
since their softness cannot be separated from the front or fronted
articulation of a following vowel, it is safe to assume that it is not the
individual phonemes which have the property of hardness or softness,
but entire (C)Cu-type sequences, that is, that entire sequences of the
type (C)Cui and (C)Cu contrast. If these features distinguish sequen-
ces, rather than separate phonemes, we must consider them supra-
segmental units. Thus (C)Cii = (C)Cu = (C)Cu & /~/ (the arc here
refers to the suprasegmental unit of softness). Thus, we now might
transcribe the above words /verzlus/ : /verzlus/ : /verzli/. In the third
example, the softness feature is neutralized and can therefore remain
unindicated. The hardness feature can also be left without a special
symbol, since it is the unmarked member of this opposition of
suprasegmental units.

The actual properties of the sounds can now be explained as
resulting from the suprasegmental elements in question (see table 32).
As we see, sounds of the type [C] and [C], [u] and [i] would be allo-
phones of the phonemes /C/ and /u/ in this case, since they are used in
different positions: some are used in those sequences which have the

7 The novel concept of universal accommodation is also based on the assump-
tion of such a “phoneme” [Martynov 1966; 1968].
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2. Non-prosodic Suprasegmental Units § 221

suprasegmental feature “hard,” and others in those which have the
suprasegmental feature “soft.”

Table 32. Interpretation of consonant softness in standard Lithuanian
(version V)

Sound Positions Interpretation
types hard sequences soft sequences P

[C] +

] n /C/

[u] +

[i] n h/

In Lithuanian dialects, these units may in some cases even span
several syllables. For example, in the above-mentioned North
Zemaitic words Fe.feno “ritiniu” ‘roll, scroll-INS.SG’ and ré.feno
“ritinu” ‘roll-1SG.PRS’ (see §206), the features of softness and
hardness are spread throughout the entire word; we could transcribe
the first example /réten¢/ and the second /réteng/. Vowel harmony
phenomena could be interpreted in a similar fashion (for example,
[Lyons 1968: 128—-131 = Lajonz 1978: 141-144; Lyons 1972: 278-
279; Kuznecov 1966: 216; Reformatskij 1966; Garde 1968: 62—66;
Vinogradov 1972: 345-351; Sirokov 1973; Hyman 1975: 233-236]).

§ 221. From a purely phonological standpoint, all the above
interpretations of consonantal hardness and softness are possible. The
third, “[j]” interpretation, seems the least suitable, since it very much
complicates the syntagmatic relations of phonemes; it makes possible
four-member initial clusters (cf. strittkas ‘jacket’ = /strjukas/), and
imposes the awkward automatic alternation /j/ : # (cf. sakiail ‘say-1SG.
PST’ : sakel ‘say-28G.PST’) and corresponding syllable boundaries (cf.
aviy ‘sheep-GEN.PL’ = /a-vjii’/ and naujy ‘new-GEN.PL’ = /nav-ji’/).
We could say that this is no longer a classical interpretation, but a
generative one (cf. [Heeschen 1968: 221-223; Kenstowicz 1972: 10]).

Of the other interpretations, the most acceptable would seem to
be the fourth, that is, the suprasegmental one. If Lithuanian did not
have declension and conjugation, we would undoubtedly choose it
without hesitation. But this is not the case, and therefore neither this
solution, nor the first, is satisfactory from the standpoint of grammati-
cal expediency (cf. §59 and 61), since it destroys the identity of
grammatical structure in forms such as kalii ‘forge-1SG.PRS’ : galiti
‘be able-1SG.PRS’, tévo ‘father-GEN.SG’ : brélio ‘brother-GEN.SG’ and
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§ 222 IV. Suprasegmental Units

complicates their morphological and derivational interpretation. In
assigning hardness or softness to a stem-final consonant, we easily
avoid these complications.

Thus the second—traditional—interpretation appears to be the
most acceptable (see also § 223 below). However, this by no means
suggests that only the classical interpretation is correct. Even if one
agrees with this solution, it must be remembered that in Lithuanian
hardness and softness is not in fact a property of individual sounds,
but of entire sequences of sounds. In this regard, standard Lithuanian
differs fundamentally from Russian, for example, in which the conso-
nants have a free correlation of consonantal softness, independent of
neighboring vowels.® Certain Lithuanian dialects (especially eastern)
also approach such a system (cf. [Girdenis 1983a (= Girdenis 2000c:
2901))]).

A full typological picture of a linguistic system emerges from all
possible phonological interpretations, rather than just a single one
(however well motivated); phonological solutions which seemingly
contradict one another clarify and enrich one another. What is note-
worthy about the timbre correlation of Lithuanian consonants is that
they can be treated in four ways; this is a very significant and archaic
feature.

c¢) OTHER EXAMPLES AND SOME REMARKS
ON “PROSODIC” PHONOLOGY

§ 222. In addition to consonantal hardness and softness in Lithu-
anian, other features, which in certain cases delimit and unite entire
sequences of phonemes, can also be considered suprasegmental units.

For example, the voicing and voicelessness of the non-sonorant
(obstruent) consonants could be interpreted in this way, since this
feature is always shared by an entire sequence of such phonemes:
lazdg ‘stick-ACC.SG” : Igstg ‘kennel-ACC.SG’, s$nibZzdu ‘whisper-
1SG.PRS’ : $nipstu ‘flop-INS.SG’, Zdanys [surname] : Stanys [surname].

¥ Nevertheless, Jurij Stepanov has shown that even the hardness and softness
of Russian consonants can be considered suprasegmental elements of phoneme
sequences (see [Stepanov 1974 and references], also [Stepanov, Edel’man 1976:
216ff.]; for a similar interpretation of Belarusian consonantism, see [Padluzny
1969: 216ft.]).
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2. Non-prosodic Suprasegmental Units §223

If we single out the suprasegmental units “hard” and “soft,” we can
treat the combinations /zd/, /bzd/ as simultaneous combinations of a
corresponding voiceless (unmarked) sequence /st/, /pst/ and a voicing
element. Using the symbol “  ” to denote suprasegmental voicing, we
get: /zd/ = /st/ or /st/ & //, /bzd/ = /p§t/ or /pst/ & / /, likewise
[fizda'] = /lasta/, [$hib°z'd"u] = /Shipsty/. If we adhere to the
principle of generalization (on which see [El’'mslev 1960b: 327]; cf.
[Robins 1972: 273; Harris 1963: 131]), individual voiced obstruents
must also be interpreted in this way: [b*uv°o] ‘be-3PST” = /puvo/ ‘rot-
3pST’, [g ubfi's] ‘ridge’ = /kupfi's/ ‘humpback’, etc.

We can similarly interpret the hissing and hushing (dental and
palato-alveolar) articulations of S-type consonants and affricates,
Arabic emphatic consonants and the backing of adjacent vowels (cf.
§ 205), and also such Lithuanian dialectal phenomena as various
vowel assimilations and accommodations.

§ 223. Of all approaches to phonology, it is the London School,
whose most prominent representative is John Firth (see [Kubrjakova
1964]), which has most fervently embraced suprasegmental interpreta-
tions. Phonologists of this school call all suprasegmental elements
prosodies ([Firth 1973]), and this approach is therefore often called
the prosodic school or prosodic phonology.

For proponents of prosodic phonology, the suprasegmental
interpretations of soft and hard consonants examined above would be
the only ones. They would often go even further, treating as indepen-
dent “prosodies” vowel length, consonantal and vocalic labialization,
etc. (cf. [Firth 1973; Robins 1972; Lyons 1968: 127-131 = Lajonz
1978: 141-144]; for a consistent prosodic conception of the origin of
Indo-European consonantism, see [Klyckov 1981: 135-139 and refer-
ences]).9

Similar units—phonological long components—were also sin-
gled out by certain descriptivists (for example, [Harris 1963: 125-149;
1972]; cf. [Sljusareva 1960: 105; Lyons 1968: 105-108 = Lajonz
1978: 120-123 and figure 3; Voronkova 1981: 87]), but they based
themselves not so much on the phonetic features of sounds, as on their
distribution (cf. [Fischer-Jargensen 1975: 99—101]).

’ Among Lithuanian phonologists, Kazimieras Gariva is especially close to
this approach (at least in some of his works; cf. [Gar§va 1977c: 70-74 et passim]
and [Kaciuskiené 1983: 33]).
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§ 224. There is no question that in singling out suprasegmental
units or “long components,” we always reduce the inventory of pho-
nemes and phonological units overall. After such an operation, we can
often formulate rules of syntagmatic relations (phonotactics) more
simply as well. But more often still, this complicates rules of grammar
and derivation. If, for example, voiceless consonants are regularly
voiced before a morpheme represented by (or beginning with) /d/ (for
example, Lith. kdsa ‘dig-3PRS’ : ka[z]davo ‘dig-3PST.FREQ’), it is far
easier and more natural to speak of neutralization or even traditional
assimilation than of a suprasegmental unit encompassing an entire
sequence. After all, this unit “radiates out” from a single source—the
voiced [d]. Since it is only this sound which is the basis for the entire
voicing chain, the distinctive feature of voicing should be assigned to it.

The same could be said regarding consonantal hardness and
softness and vowel fronting in Lithuanian. In the form vélnius ‘devil-
ACC.PL’ [vé.Ifus], we unquestionably have the same ending as in the
form kélmus [ke.tmus] ‘stump-ACC.PL’, only it has undergone front-
ing, which proceeds from the source of palatalization, /n/. The preced-
ing consonant also gets its softness from the same source, and the
articulation of the [e.] is somewhat higher and more close. This can be
represented schematically as follows:

vélnus

We can explain in more or less the same way the pervasive
palatalization of the sounds in NZem. 7e.tero ‘roll, scroll-INS.SG’ (see
§ 220):

AR
reteno

Thus a suprasegmental (or prosodic) interpretation of certain
features is the sole and necessary one only when it is not possible to
find a phoneme which could be considered a source, “radiating” fea-
tures shared by other members of a sequence (cf. [Hyman 1975: 235;
Clements 1977]).

This implicit (not clearly formulated) assumption seems to
underlie all classical interpretations of distinctive features and pro-
sodic phenomena, although no one has ever stated this clearly. We
must fully agree with Lyons, who considers that prosodic (supraseg-
mental), or, to use a more fashionable term, autosegmental (cf.
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2. Non-prosodic Suprasegmental Units § 225

[Clements 1977]) interpretations are better suited for some languages,
while purely phonemic interpretations are better suited for others
[Lyons 1972: 279-280]. Languages can even be divided into prosodic
and phonemic in this regard. This seems to be the right approach, but
it should be kept in mind that intermediate (mixed) language types are
also possible.

3. PROSODIC UNITS

a) STRESS

a) CONCEPT AND FEATURES

§ 225. It is not difficult to show that Lithuanian has supraseg-
mental units differentiating entire words. For this, it suffices to com-
pare pairs or larger groupings of words or word forms such as giria
‘praise-3PRS’ : giria ‘woods’, kilimas ‘rug’ : kilimas ‘rise’, nési ‘carry-
2SG.FUT’ : nesi ‘carry-2SG.PRS’, risi ‘tie-2SG.FUT’ : ri§i ‘tie-2SG.PRS’,
likime ‘remain-1PL.IMP’ : likime ‘fate-vOC.SG’ : likimé ‘fate-LOC.SG’.
These words differ in both meaning and sound, and therefore must
have at least a single different phonological unit with distinctive func-
tion, determining the lack of identity in expression.

And in fact in all these words one vowel is pronounced some-
what differently from the others: in kilimas, nési, likime, risi the vowel
in the first syllable is pronounced more clearly, w1th a h1gher pltch
and greater articulatory effort, while in kilimas, nesi, likime, risi it is
the second vowel. And so it would seem that vowels need to be
assigned still another distinctive feature pair, say “strong”—“weak”
(cf. [Jakobson 1962: 13; Challe 1962: 317, 321 et passim]; for criti-
cal remarks, see [Kuznecov 1970a: 176ff.]). If we introduce these
features, the subsystem of short vowels would be:

strong: weak:
i/ y i fw/
/&/ /a/ /&/ /a/

We might now treat the words in question as distinguished by
vowel phonemes: /fé§i/ # /fasi/, Aikime/ # Nikime/ # Mikime/, etc. (cf.
the words pirkes ‘having bought’ # kifpes ‘having cut’, piitus ‘having
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§ 225 IV. Suprasegmental Units

blown’ # tipus ‘having perched’, where the consonants seem to be
similarly distinguished).

However, this interpretation would quickly run into great diffi-
culty.

Let us draw a table of the distribution of “strong” and “weak”
vowels (see table 33).

Table 33. Distribution of “strong” and “weak” vowels in standard Lithuanian

Vowel . Positions - Interpretation
type [—CV] [—CV] [VC—] [VC—] ?
] + & i
[i] - " /i/
[a] + + /a/
[a] + -

As we see, the vowels are in complementary distribution: if in a
certain context we find a “strong” vowel, the other position (or more
precisely, positions) can only be occupied by a “weak” vowel, and if
there is a “weak” vowel in a certain context, the other position must be
occupied by a “strong” vowel. Thus it would appear that the vowels
[i] and [i], [¢] and [¢], [4] and [a], [d] and [u] are allophones of the
same four phonemes /i ¢ a u/. But this logical conclusion runs counter
to the facts. We clearly hear and know, after all, that 7i§i # risi, kilimas
# kilimas, likime # likime, but the phonological transcription shows
complete identity for these words (/fiSi/ = /fii/, /feSi/ = /fesi/, etc.).
One gets the impression that words differing in meaning and sound
are expressed by the same phonological units, arranged in the same
order. Obviously, this cannot be the case.

An attempt to assign to syllables the distinguishing features of
the words and word forms in question would also lead to the same
impossible conclusion. We would find a similar complementary distri-
bution between “weak” and “strong” syllables, “demonstrating” a
non-existent identity between these words and word forms. Thus, we
would again come to the conclusion that clearly different words are
fully identical.

In order to break this vicious circle, we must acknowledge that
the words in question differ not in phonemes or syllables, but in
suprasegmental units which distinguish entire words. The words giria,
kilimas, nési, likime, risi and giria, kilimas, nesi, likime, risi differ in
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3. Prosodic Units § 226,227

that the former have one kind of suprasegmental unit, and the latter,
another. The former suprasegmental unit sets the first syllable off
from the other syllables, while the latter sets off the second syllable.
We could represent the lack of identity in the pronunciation of these
syllables as follows: nési = /mesi/ & /7|_/, nesi = [ae§i/ & /_[7/, likime =
Nikithe/ & /7|__/, likime = Nlikime/ & /_||_/, likimé = Mlikime/ & /__[7/
(cf. [Avanesov 1956: 21-22; Allerton 1965: 202; Kuznecov 1970b:
361-364; 1970c: 342]). As the very shape of these representations
suggests, the essence of these units is the syntagmatic contrast
between a single, more clearly pronounced syllable, and all other
syllables of the word.

This contrast between clearer and less-clear pronunciations of
syllables is accentuation, and the highlighting of one syllable against
the background of others is stress or accent. The more clearly pro-
nounced syllables (or those with a clearer nucleus) are called stressed,
and other syllables are called unstressed (see also § 235). Since the
nature and structure of accentuation is determined by the stressed
syllable, in transcribing we usually use a special symbol only for this
syllable; the stresslessness of other syllables is self-evident, since
under normal conditions a word has only a single stress.

§ 226. A stressed syllable is the phonological core of a word,
and unstressed syllables form its periphery; a stressed syllable can
form an independent word, while an unstressed syllable is only a
component part of a more complex word, cf.: Kur toks jis ves?
‘Where will that one take you?’, Kas kas, tas les “Who digs, will peck
(food)’, etc. Dar tu man cia kaiik! ‘Cry about this now!’, or Ru. Tym
6pam e3an nooxe “Then brother took a knife’ [S¢erba 1974: 176] (see
also § 22). Thus, a stressed syllable occupies the same sort of position
in a word as a vowel does in a syllable; unstressed syllables in this
regard are reminiscent of consonants (see [Girdenis, Zulys 1967: 114
(= Girdenis 2000b: 162) and references]).

§ 227. Some linguists maintain that monosyllabic words in gen-
eral do not and cannot have stress, since they lack a contrast of syl-
lables pronounced in two ways (see, for example, [Reformatskij 1975:
40-42, 63—64; Pakerys 1967a: 130;'° Laigonaité 1978: 9-10]). But it
is difficult to support this view. First, applying it consistently, we

1 Pakerys later rightly rejected this view (see [Pakerys 1982: 105-107]).
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§ 227 IV. Suprasegmental Units

would have to admit that such words and syllables as Fr. eau [o]
‘water’, Gk. o4 ‘not’, Lat. i ‘go-28G.IMP’ have no vowels or even
syllables: after all, they lack the contrast between vowels and conso-
nants characteristic of syllables. Secondly, if monosyllabic words
were to lack stress, they could not have oppositions which are neu-
tralizable in unstressed syllables. But this is not in fact the case. Stan-
dard Russian distinguishes perfectly well such minimal pairs as pod
kin’ : pao ‘glad’, cmon ‘table’ : cman ‘stood, became’, and speakers
of the Lithuanian Sirvintos dialect, such forms as fuo “wé” ‘that-
INS.SG.M’ : to' “t5” ‘that-GEN.SG.M’ : fa “td” ‘that-NOM.SG.F’,
although in both cases, these oppositions are neutralized in unstressed
syllables in favor of [a]-type vowels (see § 137; cf. also S1rv1ntos
pade.lis “puodélis” ‘cup’ , starai “storai” ‘thickly’, statoi “statai”
‘put, place; build-2SG.PRS’ and puodvs “puodas” ‘pot-NOM.SG’, storvs
“stéras” ‘thick, fat-NOM.SG.M’, sta.ta “stdto” ‘put, place; build-3PRS’
[Morkiinas 1960: 14—15; Zinkevicius 1966: 69 and 87]). Thus, mono-
syllabic words, without question, function as stressed, rather than
unstressed, syllables. Since stressed syllables in principle contrast
syntagmatically with unstressed syllables, we could say that in
monosyllabic words the contrast is between an actual stressed syllable
and potential, unrealized unstressed syllables (see [Girdenis, Zulys
1967: 114 (= Girdenis 2000b: 162), fn. 5)]). Contrast, on the basis of
which we define accentuation, is necessary from the standpoint of the
entire system, rather than its individual members. Monosyllabic words
would be truly stressless only in a language which lacked disyllabic,
trisyllabic, or, in general, polysyllabic words. But this case is not at all
interesting, since such a language would not have phonological stress
anyway.''

Panov’s attempt to treat the stress of monosyllabic words as
resulting from a neutralization of stressed—unstressed (see [Panov
1972: 20; 1979: 166]; Pakerys seems inclined to agree with him
[1982: 107]) is not successful; this is more or less equivalent to stating

" What has been said here about monosyllabic words holds only for so-called
orthotonic words (from Gk. opfdg¢ ‘right, correct’, tévog ‘stress’). Enclitics and
proclitics are only component parts of phonological words: a collocation such as
i§ namij = /isnamii/ ‘out of the house’ or kur gi = /kufgi/ ‘where (emphatic)’
should be considered a single phonological word (for more detail on clitics, see
[Zwicky 1977]).
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3. Prosodic Units § 228

that in the syllables y-(-la) ‘awl’, 6-(-ras) “air’, i-(-Zimas) ‘noise’ the
opposition of vowels and consonants is neutralized. Moreover, if we
were to agree with this explanation, the phonetically and statistically
clearly marked stressed syllables (they are far less frequent than
unstressed syllables, cf. [Karosien¢, Girdenis 1990: 42 (= Girdenis
2001: 25) et passim]) would represent the archiprosodeme in the
position of neutralization in question—monosyllabic words.

§ 228. The phonetic properties on which stress is based (that is,
the contrast between stressed and unstressed syllables) belong not to
the linguistic system, but to the language norm, and therefore from a
phonological standpoint they are non-essential, or irrelevant (cf.
[Girdenis, Zulys 1967: 113—114 (= Girdenis 2000b: 161f.); Malmberg
1971: 11]). For phonology, it is first and foremost the contrast itself
which is important, rather than its phonetic basis. If in every word of
some language one and only one syllable always had a voiceless con-
sonant, we would have to consider this syllable stressed and the
voicelessness of the consonant a realization of stress. We would treat
nasalization in the same way if it were to occur in one and only one
syllable in all words of a language. Thus, various phonetic realizations
of stress and accentuation are theoretically possible.

However, most often a stressed or core syllable is set off from
other (peripheral) syllables by so-called prosodic features, which
signal greater overall articulatory energy (subglottal pressure and the
like, cf. [Essen 1967: 218 and references; Ladefoged 1967: 1-49; 1975:
223]): vocal strength, pitch and its modulation, articulatory duration
(generally together with intensity, cf. [Brovéenko 1966; 1970]), as
well as combinations and modulations of these features, sometimes
accompanied by certain qualitative phenomena (for example, an
absence of reduction, cf. [Zinkin 1958: 239-257; Fry 1965; Kent,
Netsell 1971: 43; Zinder 1979: 263-267 and references; Bondarko
1981: 59]). A stressed syllable, and especially its nucleus—a vowel or
diphthong'>—may be pronounced more clearly and forcefully (1) than
unstressed syllables; it may be (2) higher (in exceptional cases, lower;
see [Allen 1973: 75 and references]) or longer (3) than the “back-
ground.” Based on these features, traditional, especially historical,

"2 In general, stress can also be signalled by certain prosodic features of con-
sonants, especially their length (cf. [Janota 1967: 62; Skupas 1967; Tankeviciiité
1982]). But this is almost always just an auxiliary or secondary signal.
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§ 228 IV. Suprasegmental Units

phonetics distinguished (and in part still distinguishes, cf. [Kazlauskas
1968a: 5ff.; Muchin 1976: 54]) dynamic or expiratory stress (1),
musical or pitch stress (2), and quantitative stress (3) (for example,
[Hirt 1929: 5-6 and references; Zinder 1979: 262-263; Wierzchowska
1980: 133-134]). Historical linguists attached great importance to
these distinctions, since it was believed that stress of the first and third
type has an almost mystical power to trigger all sorts of reductions in
the vocalism of unstressed and especially word-final syllables (cf.
[Brugmann, Delbriick 1897: 945-946; Burs’e 1952: 35-36 and 125-
128; Doza 1956: 34-35])."

For phonology, these distinctions are not all that important,
especially since it has now become clear that there are no “pure”
acoustic stress features in any known language (see, for example,
[Lehiste 1970: 118; Pilch 1964: 49; Allen 1973: 74 and references;
Ladefoged 1975: 223; Pakerys'* 1982: 134—144 and references]); the
comparativists have also begun to come around to this view (for
example, [Semeren’i 1980: 86]). But in broader typological and
diachronic studies, it can sometimes be appropriate and necessary to
distinguish dynamic and non-dynamic phonological stress. For the
phonologist, however, dynamic stress is only that stress which is
connected with the neutralization of certain types of vowel oppo-
sitions, or, in general, a smaller number of vowels in unstressed syl-
lables; the phonetic features of stress do not matter here [Kurylowicz
1968a: 9; 1977: 225]. For example, experimental studies [Bolinger
1958; Katwijk 1972; Martine 1963: 439-440] have shown that for the
perception of stress in English, pitch, rather than vocal intensity, is
more important, but phonologists would still consider this stress
dynamic, since in fully stressless syllables in this language many
vowel oppositions undergo neutralization (on a similar situation in
German, see [Lindner 1969: 71]). That there are dynamic aspects to

" Perhaps the most recent echoes of this conception are Kazlauskas’s specula-
tive diachronic constructions [Kazlauskas 1968a] (for an analysis, see [Girdenis,
Zulys 1972: 194-195 (= Girdenis 2000b: 3571f.)]).

' Pakerys [1982] has convincingly shown that Lithuanian stress is “mixed”: it
consists of a complex set of prosodic features. (It should be recalled that this
was intuitively recognized by Polivanov as early as 1924 [Polivanov 1968:
150].)

On the mixed nature of Czech stress, see [Rigault 1972]; on the indistinct
nature of “dynamic” stress features in Kazakh, see [Dzunisbekov 1987].
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the purely “musical” stress structure of Ancient Greek has long been
noted (for example, [Hirt 1929: 34-36]).

Of course, dynamic stress understood in this way lacks a greater
diachronic explanatory power; it simply describes the facts, without
explaining them. Nor does phonetic dynamic, or expiratory stress
explain much, since no one has succeeded in observing in vivo (natu-
rally, in reality) what happens with a language or dialect which
unmistakably has stress of this type. It is also not that easy to establish
experimentally what sort of stress a language or dialect has; we almost
always encounter complex stress features, possessing both dynamic
and non-dynamic characteristics. Therefore, dynamic stress is usually
reconstructed only from reductions which have taken place in the past,
reflected in a present-day system in various neutralizations. Conse-
quently, starting from reductions, conclusions are drawn about the
nature of previously existing stress, and then those very reductions are
explained on the basis of stress (cf. [Martine 1963: 219]). This is an
obvious logical fallacy.

It should also be noted that in many languages and dialects, a
stressed syllable is clearly set off from unstressed syllables only when
a word is pronounced alone, or when it has phrasal or at least syntag-
matic stress [Pike 1972a: 158-160; Rigault 1972; Bondarko 1981:
55]."° This is also characteristic of Lithuanian, or at least certain dia-
lects. For example, according to experimental data (obtained together
with Regina Kliukiené), dialectal North Zemaitic minimal pairs such
as rists “risies” ‘tie-2SG.FUT.REFL’ : risi's “risiesi” ‘tie-2SG.PRS.REFL’,
extracted by a segmentator from connected text, were well distin-
guished by listeners only in a position of phrasal stress (95.9% correct
responses, a 95% confidence interval = 86.4 + 99.9%); the same
words, extracted from weak phrasal positions, were identified signifi-
cantly less well (only 63.7% correct responses, a confidence interval
equal to 46.6 + 79.2%; the lower boundary is less than 50%).16

" In the speech flow of Ancient Greek it is possible that acute stress on final
syllables disappeared in some cases; this would be shown by its replacement by
the grave accent, which would have marked the absence of stress (see, for
example, [Hirt 1929: 40—41 and 63; Trubetzkoy 1977: 190 = Trubeckoj 1960:
236] (but cf. [Tronskij 1962: 74ft.]).

' This has also been confirmed by instrumental (oscillograph) experiments
(on the basis of some 400 oscillograms). In strong positions, the stressed vowel
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) TYPES AND FUNCTIONS OF STRESS

§ 229. In standard Lithuanian,'” accentuation, or more simply,
stress, has a distinctive function; as we have seen, it can differentiate
words and their forms. This type of stress is called free stress, or, in
usual phonological terms, distinctive stress (cf. § 233). The distinctive
nature of Lithuanian stress follows from the fact that there are no pho-
netic or phonological rules which would establish how many syllables
can precede or follow a stressed syllable (that is, the core of the word).
This makes possible oppositions of various stress patterns, the number
of which is greater the more syllables there are in a word. For example,
disyllabic words can differ in only two ways: /7|_/ (neési) and /_|7/
(nesi); in trisyllabic words, a three-way pattern is possible: /|__/
(likime), |_[7|_/ (likime), /__|7/ (likimé), etc. (cf. [Girdenis, Zulys
1967: 114 (= Girdenis 2000b: 162)]). Russian, Bulgarian, and Serbo-
Croatian present the same sort of situation;'® Vedic Sanskrit, among
others, had a similar accentual system.

Stress can also have a distinctive function when its place is lim-
ited to the final two or three syllables. In Provencal, for example, only

of the first syllable is 2.1 dB more intense and 6 semitones higher than the
vowel of the second syllable; a final stressed vowel is 0.6 dB more intense and
2.1 semitones higher then the vowel of the first syllable. In weak positions, these
differences are considerably reduced: in “pretonic” words, up to 0.21 dB and
0.7 semitones (7isi's) and 0.4 dB, 0.0 semitones (risis); in “post-tonic” words,
up to 1.2 dB, 1.0 semitones and 0.2 dB, 0.2 semitones respectively. Such
insignificant physical differences (especially in “pretonic” words) cannot serve
as a reliable support for clear perception. (In greater detail, see [Girdenis 1982a:
184, fn. 19 (= Girdenis 2000c: 279, fn. 19)].)

' Likewise in all the dialects (even those characterized by intensive stress
retraction; here as well, at least such oppositions as pama.ta “pamdto” ‘see-3PRS’ :
pa.mata “pamato” ‘base, foundation-GEN.SG’ are perfectly well maintained).

'® We have in mind mainly the Cakavian dialects of this language; in Sto-
kavian and the standard language, stress is “prohibited” on a final syllable
[Garde 1968: 141 and 150ff.; Magner, Matejka 1971: 3—4]).

Here we might remark on the name of the language itself. It is now customary
to say and write serby-kroaty kalba ‘Serbo-Croatian’, on the “European” model,
but it is difficult to believe that the form krodtai ‘Croats’, which made its way
into the languages of Western Europe (perhaps during the time of the Crusades)
and was distorted along the way, is any more worthy than chorvdtai, which is
much closer to the original Hrvar ‘Croat’ (pronounced ['xrva:t]; cf. the Serbian
graphic version Xpsam).

272



3. Prosodic Units § 230

the final or penultimate syllable can be stressed, but minimal pairs
such as arabi' “a kind of mosquito’ : arabi ‘Arab’ [Fourviéres 1975:
40], garri ‘oak’ : garri ‘rat’ [loc. cit., 415] are possible, and therefore
stress is unquestionably distinctive. Here, as in Lithuanian disyllabic
words, the stress patterns /_|/ and /~|_/, associated with only the final
two syllables of a word, contrast. In Modern Greek, one of three final
syllables can have stress, and therefore we have only these stress
patterns: /()| |_ _/ (for example: xduopo ‘room’, mapdywyoc ‘deriv-
ative’), /(L)[|_/ (koudpo. ‘arch’, mpoyovi [pro'yoni| ‘step-son’) and
/()| (mapaywyos ‘producer’, zpoyovy [proyo'ni] ‘step-daughter’)—
proparoxytone, paroxytone, and oxytone stress, respectively; in disyl-
labic words, /7|_/ (fdAtoc ‘swamp’, kdtng ‘cat’) contrasts with / |7/
(PoAtog ‘built’, karys ‘judge’). Limited free stress differs from the free
stress in Lithuanian not in its function, but only in the the number of
possible oppositions; in Provencal this number is minimal and in
Lithuanian it is maximal. In neither language, however, can the stress
pattern of actual words or forms be explained by phonetic or phone-
mic rules. This is the essence of free, or distinctive, stress.

§ 230. In a certain sense we could say that free or distinctive
stress is a typological anomaly: most languages have fixed stress,
which plays a culminative and delimitative function (see § 2223 and
[Garde 1976: 379; Bolinger 1978: 480-482]),% indicating the number
of meaningful units and boundaries.

Fixed stress differs from free stress in that its place can be
defined by strict phonetic and phonological rules. Most often, these
are quite simple statements indicating only the distance of the stress
from the beginning or end of a word. On the basis of this distance,
three basic models of fixed stress are distinguished: a) constant stress
on the first syllable of a word (or other unit of meaning), b) constant
stress on the last (final) syllable, ¢) constant stress on the next-to-last
syllable, the so-called penult (Lat. paene ‘nearly’, ultimus ‘last’).

' Words with final stress are in fact written without a stress mark (arabi, and
also garri ‘oak’), since final stress in this language is unmarked; it is far more
common than non-final stress.

** From Bolinger’s data [Bolinger 1978: 481-482] we see that only 13% of
the languages which he examined have free stress. 50% of the remaining lan-
guages (all with fixed stress, of course) stress the penultimate syllable.
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Characteristic of the first type of fixed stress is that no other
syllable belonging to the same word can precede the stressed syllable;
the number of post-tonic syllables is in principle unlimited. This is the
system, for example, in Latvian, Czech, Slovak, Icelandic, Estonian,
Finnish, and Hungarian; their accentuation may differ only in a few
minor details. In Latvian, for example, a prefix remains unstressed,
while in Czech (disregarding certain stylistically motivated excep-
tions; see [Vachek 1968: 103ff.]), a prefix is considered the first syl-
lable of a phonological word and therefore attracts stress onto itself
[Havranek, Jedlitka 1963: 34-35],*' cf.: Latv. 'Uzmeta uz 'pleciem
'plikadas 'kaZocinu un, 'sirmo 'plusku 'bardeli 'kratidams, 'gaja 'sanemt
'neliigto 'cieminu ‘He threw a sheepskin coat on his shoulders and
shaking his gray dishevelled beard went off to meet the uninvited
visitor’, Cz. 'Pojedeme 'na_vylet 'na_Sumavu 'nebo 'do_Vysokych 'Tater
‘Let’s take a trip to the Sumava or the High Tatras’ [Palkova 1997:
339] (cf. also Latv. ap 'mums ‘around us’, pie 'tevis ‘to your place’, uz
'‘akmens ‘on a rock’ and Cz. 'ng_hradé ‘in the castle’, 'za jizdu ‘for a
ride’, 'za_rohem ‘around the corner’).””

Here the delimitative function of stress is especially obvious and
direct. On hearing a stressed syllable, it is always clear that it begins a
new word; a group of several unstressed syllables in a row can only
belong to a single word.”

The other type of fixed stress, which always ends a word, func-
tions analogously; here the number of pretonic syllables is essentially
unlimited. This type of accentuation is characteristic, for example, of a

2 On the phonetic realization of Czech stress, see, for example, [Ondrackova
1961; Janota 1967]; on the present-day dynamics of this phenomenon, [Vachek
1968: 103-114].

* Cf. Serbo-Croatian stress “hopping” (skakanje)—the retraction of stress
from an initial falling syllable to a preposition: brdfa ‘brother-GEN.SG’ :
béz brata ‘without brother’, riku ‘hand-ACC.SG’ : pod riku ‘arm in arm’, grad
‘town’ : y grad ‘to town’ [Trubetzkoy 1977: 191 = Trubeckoj 1960: 237;
Kuznecov 1970c: 340; Magner, Matejka 1971: 9—12]. Recall the similar prefixal
stress in the North Zemaitic dialect, for example: ba ga.tviios “be galvés” ‘with-
out a head’, llmazvé.i.léits “j Mazeikiuis” ‘to Mazeikiai’, so_vakds “su vaikais”
‘with children’.

» In weak positions of allegro-tempo speech, as noted above (see § 228 and
fn. 15), the contrast between stressed and unstressed syllables can be neutralized
in languages of this type as well.
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large number of Turkic languages (for example, [Baskakov 1966: 27])
as well as Armenian, Farsi (and Tajik): Arm. matenadardn ‘book
depository’, t'unavor ‘poisonous’, usucic ‘teacher’ [Tumanjan 1966:
566-567], Farsi goftan ‘speak-INF’, madadar ‘mother’, pesdar ‘son’
[Rubinchik 1971: 35]; a number of Romani dialects also have final
stress [Ventcel’, Cerenkov 1976: 297]. French has a similar stress,
except that, as noted above (see § 22), it is not words, but certain
semantic word groups, which receive stress [S¢erba 1955: 84-85].

The penultimate syllable is stressed, for example, in Polish. It
alerts the listener in advance, as it were, that the following syllable
ends the word, for example: 'Jednym z 'licznych ro'dzajow pomie'sza-
nia jest mie'szanie atry'bucji z predi'kacjq (L. Zawadowski) ‘Among
the many types of confusion is the confusion of attribution and
predication’. An analogous accentuation type is found in Modern
Assyrian: drmiltid ‘widow’, parqinva ‘1 wanted’, urusnéta ‘Russian’
[Tsereteli 1978: 37], xmdsea ‘book’, xoymdna ‘intelligent’ [Arsanis
1968: 493], etc. This is the most widespread model of accentuation
(see [Hyman 1975: 209-210; Kurytowicz 1977: 218] and fn. 20). Its
great frequency is explained by the fact that “feminine” word forms
provide an excellent foundation for sentence intonation (cf. [Bolinger
1978: 481 and references]; on the statistical tendency of such stress in
standard Lithuanian see [Girdzijauskas 1979: 161; Girdenis 1982a:
183-184 (= Girdenis 2000c: 277f.); 1983b: 118 (= Girdenis 2000c:
354t.); Karosiené, Girdenis 1990: 39—40 (= Girdenis 2001: 25f.)]).

In all three of these accentual systems, there can occur words or
certain groups of words with stress which violates the general rule. In
Latvian, these are expressive words of the type [é'nitinam ‘very
slowly’, pama'zitinam “little by little, gradually’ [Laua 1980: 88];** in
Farsi, a few particles or conjunctions can have non-final stress, for
example: bali ‘yes’, balke ‘but’, ¢éra ‘why’ [Rubinchik 1971: 35]; in
Polish, we find such exceptions as gra'matyka ‘grammar’, rzecz-
po'spolita ‘republic’ [Wierzchowska 1980: 134]. Very often, general
stress rules are violated when enclitics are added to words (especially
in the second and third systems); they lengthen a phonological word
by one or several syllables, and the stress may remain in its original
place.

* The “graphic” words ne'kas ‘nothing’, pa'visam “entirely’ are in fact collo-
cations of proclitic and orthotonic words: /ne kas/, /pa visam/.
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§ 231. The fixed stress types reviewed above are so widespread
because they best signal word boundaries: initial and final stress indi-
cate these directly, while stress on a penultimate syllable functions as
a kind of a warning sign.

From the standpoint of delimitative function, a constant stress
fixed on the second syllable (from the beginning), for example, would
not be suitable at all, although it is formally possible, since its “mirror
image,” penultimate stress, is quite normal and frequent. A speaker of
a language with this sort of stress would only be able to perceive the
boundaries of a phonological word by constantly keeping in mind at
least two pretonic syllables—one belonging to the word being uttered,
and the other to a preceding word. This, of course, is too great a load on
human operational memory, and therefore such stress, in Kurytowicz’s
well-grounded view, cannot in general exist [Kurylowicz 1977: 217]
(but cf. [Bolinger 1978: 481-482 (table 2)]). With this in mind, it is
difficult to agree with certain studies on Lithuanian dialectal develop-
ment, which envision, for example, a gradual retraction of Zemaitic
stress from the end of a word to the beginning: first to the penultimate
syllable, and then to the third syllable from the end, etc., until finally
becoming established on the first syllable (for example, [Grinaveckis
1961: 122 et passim]). At one stage of such a development, quite a
few words would have consistently stressed the second syllable. This
is doubtless not a very realistic reconstruction (cf. also [Girdenis,
Rosinas 1974: 192 (= Girdenis 2000b: 394)]).

§ 232. The place of fixed stress often depends not just on word
boundaries, but on the quantity of vowels and syllables; there are quite
a few languages in which a long vowel attracts stress.

Especially frequent is the accentual model known from Latin: in
words of more than two syllables, a penultimate long syllable receives
the stress; if this syllable is short, the third syllable, of any length (the
antepenult), is stressed: Lat. dé'libo ‘I take’, litte'ratus ‘literate’ (natu-
ral syllable length), fri'mentum ‘grain’, oc'curro ‘I run, I hurry’ (posi-
tional syllable length), but a'cephalus ‘headless (usually regarding a
hexametric foot beginning with a short syllable)’, 'consono ‘I sound
together’, cu'piditas ‘lust, passion’, 'exitus ‘exit, end’, no'vacula
‘razor’ [Tronskij 1960: 60-62], Akkad. pa'rasu(m) ‘cut off’, ’i'ballut
‘he will recover’, Sar'riitu(m) ‘kingdom’, but “iplahii ‘they were
frightened’, mu'ballitu(m) ‘vivitying’, 'mandurum ‘angrily’ [Lipin
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1964: 42—43], Classical Arab. ha'lifun ‘ally’, ma'sati ‘1 found’, but
in'tasara ‘spread’, 'lafaza ‘cut out’, ma'drasatun ‘school’ [Grande
1972: 83, 384]. Words in classical Sanskrit were stressed in almost the
same way, except that the fourth syllable from the end could also
receive stress (if the second and third were short), for example:
bha'ranti ‘carry-3PL.PRS’, bha'ramas ‘carry-1PL.PRS’, 'bharati ‘carry-
3SG.PRS’ and 'duhitaram ‘daughter-ACC.SG’ [Mayrhofer 1965: 25-26;
Zaliznjak 1978: 791].

Stress connected with vowel and syllable quantity can also
be governed by other sorts of rules. In Mongolian, for example, the
first long syllable of a word receives stress, and if all syllables of a
word are short, the initial syllable is stressed, for example: candaeaap
(aa = [a]) ‘thought-INS’, xymaedap ‘fortune-INS’, zanyyc ‘young-
NOM.PL.M’, but 601100 ‘while stopping’, nuicox ‘while flying’, xdaoam
‘father-in-law’ [Kas’janenko 1968: 7-8]. In Even, on the other hand,
the first long syllable from the end usually receives stress, and if there
are no long syllables the last syllable is stressed: 36pM3H ‘double’,
momunam ‘material for a boat’, 29MK3H3p ‘let him say’, zyabdep
‘higher’, monmoncy ‘autumn’, opwkna ‘to the deer’ [Novikova 1968:
O1ff.]. Punjabi stresses the last non-final long syllable, or, if all
syllables are short, the first syllable: ma'hina ‘U, kala'kart ‘art’, but
'pichalt ‘last’, 'samasia ‘question’ [Garde 1968: 99-100]. In the
Ancient Greek Aeolian dialect (Lesbos), stress depended regressively
on the quantity of the final syllable: when the final syllable was long,
the dialect stressed the penultimate syllable of a polysyllabic word,
and in other cases, the third syllable from the end: dvvdrw ‘strong-
DAT.SG.M’, motduw ‘river-DAT.SG’, matpoxtove ‘patricide-DAT.SG’,
but dvvarog ‘strong-NOM.SG.M’, wotopog ‘river-NOM.SG’, TaTpoKTovog
‘patricide-NOM.SG* [Schwyzer 1934: 383; Tronskij 1962: 96-97].
Finally, even Lithuanian stress is statistically quite strongly connected
with syllable quantity: in many cases stress falls on a long syllable,
although there is no deterministic rule connecting stress with quantity
[Girdenis 1983b (= Girdenis 2000c: 353ff.); Karosiené, Girdenis 1990:
42 (= Girdenis 2001: 25f.)].

§ 233. There are also languages which generally lack stable
stress; the same word can be stressed one way in one context,
and another way in a different context. For example, speakers of
Komi-Zyrian can quite optionally say mopmwscnvl ‘people-DAT.PL.” =
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mopmuscvl ‘id.” = mopmusiciur ‘id.’, and likewise mynacusr ‘(they)
will go’ = mynacnwvl ‘id.” = myndcuer ‘id.” [Tepljasina, Lytkin 1976:
135]. We can give as an example the pair of Ishkashim (Pamir) sen-
tences awi Sem muilik vod “He was a lazy person’ : uk muilik éyad
‘Some person came’. Here muiliik and muilitk are fully the same word
[Pachalina 1959: 36]. Some linguists assume that Proto-Finno-Ugric
also had this sort of accentuation [Lytkin 1964: 234].

Stress in Georgian is also not stable. This is already evident from
the fact that specialists in this language still hotly debate its nature and
even its place in the word (cf. [Cikobava 1967: 28; Klimov 1979:
113—-114; Schanidze 1982: 19; Tevdoraze 1978 and references, espe-
cially 23-25]).° This is confirmed by classical Georgian poetry, in
which word stress is often determined by a poem’s rhythm, for example
Galaktion Tabidz¢é writes: upasuxe, rom suntkva xar, ar utxrd ki visi
‘Answer that you are a breath, but do not say whose’, although
according to all known theories of Georgian stress, one can only pro-
nounce the individual words, say, suntkva, utxra.

Sometimes this sort of undisciplined stress tends to appear in syl-
lables which have more compact vowels. For example, in Komi-Yazvi
dialects, a, o, 5 attract stress rather often (cf. eamoe ‘without water’,
Kkopkyie ‘into the house’, edocom ‘summer’), although otherwise
stress is quite unstable and has no clearer place [Lytkin 1961: 33].

This undisciplined stress can only have, of course, a culminative
function; it can show how many words or other meaningful units there
are in an act of speech.”® As we know, delimitative and distinctive
stress types also have this function. Thus, the culminative function of
stress is the most important and universal function [Martine 1960:
202; 1963: 442; Martinet 1970: 368; Pilch 1964: 101-102].

§ 234. As noted above, stress which has a distinctive function is least
common.

 For example, Cikobava adduces the word mascavlebeli ‘teacher’ with two
stresses (mdscaviébeli); Sanidze, with only one (mascaviébeli).

** Somewhat reminiscent of an “absolutely free” stress system are the
Zemaitic dialects in the Kvédarna, Silalé, and Svéksna regions, where optional
prosodic word variants such as gard || gaerd “gerai” ‘good, well’, vakards ||
vakards “vakarals” ‘in the evenings’, Ziimiios | Zi'‘miios “Ziemds™ “winter-
GEN.SG’, etc., are used throughout (on this, see § 236, and also, in a broader
context, [Pabreza 1984 and references]).
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3. Prosodic Units § 235

This is apparently explained by a noticeable tendency in the development
of many languages to restrict stress freedom gradually, and in the end go over to
a purely delimitative stress (cf., for example, [Martine 1960: 215-216; Schane
1972: 221]). This tendency is especially reinforced in conditions of language
contact—a free stress system almost always yields to the influence of a fixed
stress system; the reverse is even hard to imagine. Of course, in some cases
fixed stress can become free, but this usually happens because of a change in
vocalism, rather than the development of the stress system itself. For example,
Italian and Spanish still have free stress (cf. It. ancora ‘still’ : dncora ‘anchor’,
péro ‘pear’ : pero ‘however’ [Mulja¢i¢ 1972: 108],” Sp. sdno ‘healthy’ : sané
‘heal-3sG.PST’, cortes ‘palace, parliament’: cortés ‘polite’ [Alarcos Llorach
1975: 201-203]), but this is only because they have lost the opposition of long
and short vowels, on which, as noted above (§ 232), Latin accentuation
depended (cf. [Garde 1976: 501-502]).

v) SECONDARY STRESS

§ 235. A longer string of unstressed syllables in a single word is
not completely monotonic. Certain of these syllables are pronounced
more strongly or with higher pitch, others more weakly or lower; in
some, a rising shift in pitch and intensity is observed; in others, a
falling shift.

The first in the history of linguistics to notice this were the Old
Indic phoneticians. The celebrated Panini, for example, divided all
Sanskrit words into four classes (see [Barrou 1976: 108—109], cf. also
[Kuznecov 1966: 210-211; Zaliznjak 1978: 884—885]). He called the
stressed syllable udatta ‘raised, high’, the first post-tonic syllable
svarita ‘sonorous’, and the first pretonic (counting from right to left)
sannatara ‘lowered’; the remaining syllables of a longer word are
given the general term anudatta ‘not raised, low’. Their relations are
illustrated in table 34. The Vedic Sanskrit word mandayadtsakhas
‘pleasing friends’ is used as an example; syllables are counted to the
left (—1, —2) and to the right (+1, +2) of the stressed syllable (0).

The table somewhat simplifies the actual situation; for example,
it does not show that svarita-type syllables had a variable pitch, falling
from the udatta level to the anudatta. But the main thing is clear—the
pretonic anudatta, separated from the stressed syllable (udatta) by the

7 Penultimate stress in these languages is very common, and therefore in an
ordinary written text it is not marked (for example, in Italian one writes pero
‘however’, but pero ‘pear’).
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§ 235 IV. Suprasegmental Units

Table 34. Prosodic types of Old Indic syllables

Syllable types Pretonic Stressed Post-tonic

—2 —1 0 +1 2
udatta -ydt-
svarita -sa-
anudatta man- khas
sannatara -da-

very low pronunciation of the sannatara, must have been perceived as
secondary stress. Together with the sannatara, it gave early warning,
as it were, that the word’s prosodic peak would soon appear; it thus
played a role similar to an allophone of a phoneme (cf. § 67).

A similar secondary stress is also found in longer words of
present-day languages and dialects; it is especially characteristic of
fixed-stress systems. For example, in all known languages words of
four syllables with fixed stress at the very beginning receive second-
ary stress on the penultimate syllable, cf. Latv. 'adatina ‘needle
(dim.)’ [Endzelins 1951: 33], SCr. 'Zivopisan ‘picturesque’ [Trager
1940: 30], Cz. 'narizeni ‘decree’ [Havranek, Jedlicka 1963: 34], Icel.
‘kennurunum ‘(to the) teachers’ [Bé&dvarsson 1962: 950], Est.
'liikumine ‘motion’ [Kask 1966: 39]. Longer words in languages of
this type are also often stressed according to a trochaic rhythm: all odd
syllables get secondary stress (cf. [Trubetzkoy 1977: 192 = Trubeckoj
1960: 239; Martine 1960: 207; Garde 1968: 54]). This is also true of
Georgian words pronounced in isolation [Tevdoraze 1978: 23-24].

A similar arrangement of secondary stresses is characteristic of
many of the languages in which primary stress falls on the final syl-
lable. Longer words in Yellow Uighur, for example, are stressed as
follows: quzu'rug ‘tail’, jayan'ya ‘to the elephant’, 'togqannynqy"tan
‘from relatives’ [TeniSev 1976: 32] (cf. [Baskakov 1966: 27]). Nor is
this tendency alien to the so-called hyperdactylic words of Lithuanian
(that is, words in which primary stress is on the fourth syllable from
the end, cf. [Karosiené, Girdenis 1990: 38-39 (= Girdenis 2001:
22f))]); in careful listening to words such as Griskabidis [place name],
puiskepalis ‘half loaf’, mokytojas ‘teacher’, a fairly clear secondary
stress can be heard on the syllables -bi-, -pa-, -fo-; a narrower tran-
scription of these words would be ['gfiéka,b"ﬁ'ais], ['p°1‘1§f<a3,pzﬁis],
['m°(')'f<i',t°(')jaes] (cf. [Kurschat 1876: 64-65; Grinaveckiené 1957:
132]). Experiments show that there is a similar (if somewhat weaker)
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secondary stress in pretonic syllables as well (cf.: lupinéjo =
[lupi'iéjor] strip off-3PST’, pasisukinéjo [pasisuki'fiéjo] ‘make a
few turns-3PST’; see [Girdenis, Pupkis 1994 (= Girdenis 2001: 387f.);
Baceviciate 2001: 28ff.]. In the North Zemaitic dialect, trochaic sec-
ondary stress is so clear that it even lengthens the vowels a, ¢, ¢, 0 and
creates conditions for a tonal opposition, cf. 'p,o‘skk,pd. I's “puskepalis”
‘half loaf*, 'véstvana.g's “vistvanagis” ‘chicken hawk’, 'pozbe priiof's
“plisbeprotis” ‘half-wit’, cf. also: 'muioki. tioi¢ “mokytojo™™® ‘teacher-
GEN.SG’ : 'mutoki. tiioi® “mékytojo” ‘taught-GEN.SG.M.PNL’ (for details,
see [Girdenis 1966b: 57-59 and references (= Girdenis 2000b:
59f., 63)]). Such stresses are fairly frequently marked in Dauksa’s
Postil [Postilla Catholicka, Vilnius, 1599—TRANS.], for example:
krikptitias “krikStytojas” ‘baptist’ 1735, Prdanafidwo “pranasavo”
‘prophesy-3PST’ 19,_s, tobuttimo “tobulumo” ‘perfection-GEN.SG’ 749
[Girdenis 1984 (= Girdenis 2000c: 356f.)]. They can also be observed
in North Russian dialects [PaufoSima 1983: 65—-66].

Perhaps the most subtle and ingenious account of the hierarchy
of primary and secondary stress is that of metrical phonology, which
operates with concepts of the relative prosodic weight of all sorts of
noteworthy metrical feet and their components (most often syllables)
(cf. [Roca 1994: 204ff.]). But a more detailed analysis of their inter-
pretations would take too much space; moreover, we do not yet have
preliminary studies of this type in Lithuanian linguistics.

A sort of framing stress, with weak “dynamic” stress on the first
syllable and secondary “musical” stress on the final syllable, has been
observed in Udege (Russian Far East), for example: j3eoues ‘boy’,
ucosacunky ‘pointer’, xycueseonu ‘(his) knife-ACC.SG’ [Sunik 1968:
213]; it is also characteristic of Korean (cf. [Polivanov 1968: 158—
159]). This is quite similar to the combining of primary and secondary
stress among many Zemaitic speakers (see § 23).

The above secondary stresses are all slavishly dependent on the
primary stress, and therefore do not play an independent role; like the
Sanskrit pretonic anudatta, they only highlight primary stress and its
function, especially the delimitative one.”” French phonologists and

** In many places, miioki.tudjd.us is more common.
* In addition, secondary penultimate stress helps realize the final contour of
sentence intonation (like primary stress in this position; cf. § 231 and references).
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accentologists therefore aptly call this regular emphasis on certain pre-
and post-tonic syllables echo stress (Fr. [’écho de [’accent [Martine
1960: 207; Garde 1968: 53-57, 152 et passim]; cf. also Hirt’s Gegen-
ton [Hirt 1929: 16—-17]).

§ 236. Non-phonological secondary stress, or echo stress, is
almost always weaker or lower than primary stress. However, this is
only a statistical, rather than “dynamic” pattern. In some (relatively
rare) cases, this echo can also be more salient than phonological
stress. This is the situation, for example, in North Zemaitic and in part
South Zemaitic words like gara “gerai” ‘good, well’, parasa
“parasai” ‘signature-NOM.PL’, kalakots “kalakiitas® ‘turkey’, etc.
[Girdenis 1967b: 119-120 (= Girdenis 2000b: 110f)); 1967c: 31
(= Girdenis 2000b: 76); 1971b: 23-24 (= Girdenis 2000b: 214)]. The
stress of the first syllable is unstable, since it shifts to a proclitic (cf.
negaerd “negerai” ‘not well’, is_tauki “is laukiy” “from the fields’,
né_kalakots “ne kalakutas” ‘not a turkey’), and can disappear in
emphasis (for example, gaera biirs!* “geral bus” ‘it will be good!”).
Moreover, it is quite easily predictable from the stress, quantity, and
pitch accent of the final syllable. Therefore, phonological stress is on
the final syllable in these words: g&rd = /gerd’/, parasa- = /parasa’/,
katakots = /kalakots/. In the first syllable, we have only an echo of this
stress, with delimitative function and signalling that the word ends in a
short or circumflex syllable with phonological stress.”’ The role of

0 See § 233, fn. 26. The likelihood of an absence of initial stress depends on
many factors (investigated in detail in Juozas Pabréza’s above-mentioned dis-
sertation [Pabreza 1984] and in articles published on this topic, for example,
[Pabréza 1980; 1981; 1982; 1984]). What is important here is that all forms of
this type can be uttered with just a single (final-syllable) stress (see also
[Jablonskij 1897: xxxvi; Rokaité, Vitkauskas 1967; Grinaveckis 1973: 36;
Girdenis, Rosinas 1974: 189-190 (= Girdenis 2000b: 389ff.); 1976: 189
(= Girdenis 2000c: 14f.); Girdenis, Pirockinas 1977-1978: 34-35 (= Girdenis
2000c: 321.)]).

3! Kazlauskas attempted to explain these phenomena differently, though
hardly successfully [1968a: 21ff.] (for comments, see [Girdenis, Zulys 1972
(= Girdenis 2000b: 355ff.); Girdenis, Rosinas 1980: 195 (= Girdenis 2000c:
198ft.)]). An especially weighty argument demonstrating the non-phonological
nature of retracted stress is that in TelSiai dialects this stress does not block the
neutralization of vowel quantity oppositions, cf. vaké.u “vaikui” ‘child-DAT.SG’
také.u “takui” ‘path-DAT.SG’, vakd@ “vaikai” ‘child-NOM.PL’ : taka: “takai”
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echo stress here is essentially the same as the hard or soft pronuncia-
tion of an initial consonant in cases like 7¢.ferio “ritiniu” ‘roll, scroll-
INS.SG’ : ré.teno “ritinu” ‘roll-1SG.PRS’ (cf. § 220).

Garde even considers Serbo-Croatian rising tones, or pitch
accents, echoes of a following syllable stress (cf. § 250). In his view,
for example, SCr. grddu ‘town-DAT.SG’ = /'gradu/, gradu ‘town-
LOC.SG’ = /gra'du/, etc. [Garde 1968: 152 et passim] (for critical
remarks, see [Magner, Matejka 1971: 34]).

§ 237. Distinctive secondary stresses, independently performing
a representative function, should be strictly distinguished from echoes
of primary stress.

Culminative secondary stress is very characteristic of the Ger-
manic languages. Perhaps the simplest secondary stress system is that
of standard German (see § 22), in which every word, on becoming a
component of a compound word, retains its stress [Trubetzkoy 1977:
192-193 = Trubeckoj 1960: 239; Lehiste 1970: 104; Martine 1963: 443;
Martinet 1970: 367; Garde 1968: 75—79]. The stress of the first com-
ponent usually becomes the primary, strongest stress, and a certain
hierarchy emerges among the secondary stresses, reflecting the word’s
“derivational history” (or, in simpler terms, the derivational hierarchy
of the components). For this reason, in words of more complex
derivation, several layers of secondary stress are possible (secondary,
tertiary, etc.).”> For example, the word 'Feder halter ‘penholder’> has
two stresses—a primary (') and a secondary (,)—since it is formed
from two words, 'Feder ‘feather, pen’ and 'Halter ‘holder’. "Vater,-
lands'liebe ‘love for the fatherland’ has three stresses: a primary ("),
a secondary (') and a tertiary (,) [Martinet 1970: 367]. This word
consists of the components 'Vater land ‘fatherland’ and 'Liebe ‘love’.
The first component is in turn formed from the words 'Vater ‘father’
and 'Land ‘land’. Still more complex is the word "Bahn hofs'vor steher

‘path-NOM.PL’ and vakd.ms “vaikams” ‘child-DAT.PL’ : takd.ms “takams” ‘path-
DAT.PL’ (see, for example, [Girdenis 1962: 141, fn. 2 (= Girdenis 2000b: 16f.,
fn. 2); Rokaité 1962; Zinkevicius 1966: 41; Grinaveckis 1973: 95-96]).

3 The hierarchy of secondary stresses is strictly maintained only in clear
speech (cf. [S¢erba 1957: 21ff.; 1974: 141f£.]). In allegro style, it is significantly
levelled, since it is affected by various rhythmic factors.

33 Here and below, the German examples (except for a few rarer cases) are
presented after [Siebs 1969].
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‘stationmaster’. Its structure and stress hierarchy is most clearly
shown in a tree diagram (see figure 26).

"Bahn,hofs'vor steher

'Bahn,hof 'Vor steher

|
| | | |
'Bahn 'Hof vor 'stehen

Figure 26. Prosodic structure of the German word Bahnhofsvorsteher

As we see, in a compound word, only the first component retains
its normal salience; the other components are “lowered” approxi-
mately one degree. Compound words are similarly stressed in English,
Danish, and Swedish, and even in some non-Indo-European languages
(for example, Finnish, Hungarian), only in the latter, phonetic and
rhythmic factors have a stronger effect on the prosodic structure of
words, making it less obvious.

This sort of stress is quite alien to Lithuanian (and also many
Slavic languages, such as Bulgarian and Russian [Maslov 1956: 24—
25; Svedova 1980: 91]). Exceptions include only numerals such as
'kéturias desimt ‘forty’, 'peiikias désimt ‘fifty’, and a few longer inter-
nationalisms, for example aiitosu'géstija ‘autosuggestion’, nitroglice-
'Yinas ‘nitroglycerin’, radio'téchnika ‘radio engineering’, or such
hybrids as superlai'diimas ‘superconductivity’. For speakers of
Lithuanian, stress is a clear signal of an independent word, and
therefore structures with phonological secondary stresses of this sort
are perceived as a kind of foreign body.** This is explainable at least
in part by a periodically recurring conversion of more frequent words
of this type into word collocations: kinote'dtras ‘movie theater’ —
kino tedtras, kinome'chanikas ‘projectionist’ — kino mechanikas,
radio'technika ‘radio engineering’ — rddijo téchnika.

§ 238. Phonological secondary stress is found not only in the
components of compound words; certain affixes may have it as well:

3* Exceptions are only words like éle'patija “telepathy’, téle'grafas ‘tele-
graph’, where the secondary stress coincides with the trochaic echo of primary
stress. Lithuanian speakers usually do not even notice this stress here.
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cf. Ger. 'Freiheit ‘freedom’, 'Biichlein ‘book (dim.)’, etc., where the
suffixes -heit and -lein receive secondary stress [Siebs 1969: 115].
This is so-called morpheme stress, which stands in opposition to the
absence of stress and to normal word or phrasal stress [Martinet 1970:
367;% Ginzburg 1971; Girdenis, Rosinas 1974: 198 (= Girdenis
2000b: 401)] (cf. [Boduén de Kurtené 1963: vol. 2, 142]).*

This secondary morpheme stress is not quite alien to Lithuanian
and its dialects. Speakers of North Zemaitic, for example, distinguish
quite well such forms as nominative singular douna “diuona” ‘bread’,
Sarka “Sdrka” ‘magpie’ and accusative singular do.un‘ “diiong,”
Sark® “sarkg” [Girdenis 1966¢ (= Girdenis 2000b: 310f.); 1967b:
121f. (= Girdenis 2000b: 111f.); 1971b: 22-23 (= Girdenis 2000b:
213); Grinaveckis 1973: 71]; and speakers from the West Aukstaitic
Kaunas region, nominative plural klétys ‘granary’, dirvos ‘soil’ and
locative plural 'kiétys, 'difvés. Listening experiments performed
following the methodology described in § 45-48 have shown that
even East Aukstaitic Utena speakers distinguish quite well such forms
as third person (a.nas) kliedi, k3$fi, sédi “(jis) kliedi, kosti, sédi”
‘(he) is delirious, coughs, sits” and second person (tu) 'kliedi, 'k5 i,
'sédi “(tu) kliedi, késti, sédi” “(you) are delirious’, cough, sit’, or
nominative plural b3-ba.s “bobos” ‘women’, kd.ivae.s “kdrvés” ‘cows’
and genitive singular 'b3"ba.s, 'ka.7ve.s [Kosiené, Girdenis 1979
(= Girdenis 2000c: 141ff.)]. Spellings in Old Lithuanian texts such as
Donelaitis’s genitive singular Ganyklos “ganyklos” ‘pasture’ 2824,
Piewés “pievos” ‘meadow’ 281, (cf. nom. pl. Ganyklos “ganyklos”
282, Piewos “pievos” 289,,) apparently also reflect a marking of
secondary stress, rather than a purely morphological diacritic (as is
generally assumed, cf. [Palionis 1979: 22]). Secondary morpheme
stress is also undoubtedly shown by such spellings in Dauksa’s Postil
as genitive singular Dwdfios “dvdsios” ‘spirit’ 53,9, instrumental
singular kiny “kiinu” ‘body’ 474, genitive plural dm3ziy “dmZiy”
‘ages’ 1273 (see [Girdenis 1984 (= Girdenis 2000c: 356f.)]).

3> Martinet uses the term moneme stress, but a moneme in his system ~ mor-
pheme (see, for example, [Martine 1963: 453ff.]).

36 Cf. also [Grinaveckis 1975: 194-195, fn. 18] and [Girdenis, Rosinas 1976:
192 and fn. 16 (= Girdenis 2000c: 18 and fn. 16)].

" Examples cited according to K. Donelaitis. Rastai. Vilnius: Vaga, 1977—
TRANS.
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§ 239 IV. Suprasegmental Units

In all these cases, secondary stress contrasts with absence of
stress, and therefore differentiates word forms.

Characteristic of North Zemaitic dialects is a highly complex
system of phonological and non-phonological stresses. It is as if Baltic
(and Slavic) and Germanic prosodic tendencies intersect here. The
most characteristic feature of a derived word in this dialect is the pres-
ervation of suffixal stress even when the basic stem (most often the
root) receives primary stress: cf. genitive singular go.den” /godena/

“Guidino” [surname] : third person gode.n” /godéna/ “gudino” ‘trained’,
genitive singular pg-rven® /porvena/ “purvino” ‘muddy’ : third person
porve.n /porvénal/ “purvino” ‘soiled’ and gade.n” “gadino” ‘ruined’,

a ey

Sonke.n® “Sankino” ‘caused to jump’ (in detail, see [Girdenis 1966b
(= Girdenis 2000b: 56ff.); Girdenis, Rosinas 1974: 193 (= Girdenis
2000b: 394); Bukantis 1983]). A similar situation apparently once
existed in the Aukstaitic dialect as well: cf. examples from Dauksa’s
Postil: datfiyfiu “atsiysiu” ‘send-1SG.FUT’ 215, grinumg “grynumq”
‘penury-ACC.SG’ 793, pafwéikino “pasveikino” ‘make healthy-3PST’
368, [Girdenis 1984 (= Girdenis 2000c: 356f.)].

EE N

) SUMMARY REMARKS

§ 239. In concluding this survey of accentual phenomena it must
be said that there is no categorical boundary between the various
functions performed by stress. Both purely culminative and delimita-
tive stress and the relatively rare distinctive stress help differentiate,
shape, and perceive referential meaning. This becomes quite clear as
soon as we begin to compare not only similar sounding words, but
also word phrases and sentences. For example, the following Lithu-
anian phrases and words are distinguished only by stress: di ris ‘two
will swallow’ : duris ‘door-ACC.PL’, kG ras “who/what will he/she/they
find?’ : kdras ‘war’, kur pélés ‘where are the mice?’ : kurpélés ‘sabots
(dim.)’, kur $is ‘where is this one?” : kuris ‘Couronian’, g leitg ‘that
board-ACC.SG’ : tdlentg ‘talent-ACC.SG’ or such sentences as 7Tu
miilas? ‘Are you a mule?’ : Tamulas? ‘A lump?’, lesko ta kélio “That
one (fem.) is looking for the road’ : fesko takélio ‘He/she/they is/are
looking for a path’, Paimk sdu jg ‘Take it for yourself® : Paimk saujg
‘Take a handful’, Pradék tir skinti ‘Begin to pick’ : Pradék tiuskinti
‘Begin to shake’. The presence of two stresses immediately shows that
we are hearing a phrase, and at the same time strictly separates it from
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3. Prosodic Units § 240

independent words, which can have only one clear stress’ (cf.
[Ondrackova 1961; Garde 1968: 8-9; Muljaci¢ 1973: 220-221]). Thus
on the phrase or sentence level, the culminative stress function merges
with the distinctive function, or directly develops into it.

In this respect, there is no difference between free and fixed
stress: Latv. 'tu 'pele ‘you are a mouse’ : 'tupele ‘slipper’ and Cz. 'je
'den ‘it is day’ : jeden ‘one’ (cf. also Swed. lama djur ‘lame animals’ :
lamur ‘llamas’ [Bruce 1977: 12—13]) differ in stress in precisely the
same way as Lithuanian # miilas and timulas. Thus, all types of stress
share a basic function: to distinguish phrases from individual words.*®
Apparently the reason that free stress is so rare is that it is functionally
too complex, since it must simultaneously perform a twofold duty:
one which is characteristic of stress alone and one which is usually
performed by phonemes and their distinctive features.

Keeping in mind these obvious facts, we must negatively assess
incautious attempts to consider as phonological only stress which dis-
tinguishes words and their forms (distinctive function) (for example,
[Kazlauskas 1968a: 13ff.], and among theoretical works on phonology
[Hyman 1975: 204]). Such a view turns a secondary function, not par-
ticularly characteristic of stress, into a primary one (cf. [Ginzburg
1966: 102]). Only the secondary stress which, following Garde, we
have called echo stress, can be truly non-phonological (see § 235).

b) PITCH ACCENT AND TONE

o) THE CONCEPT OF PITCH ACCENT AND TONE.
THE PITCH ACCENT SYSTEM OF LITHUANIAN.

§ 240. Knowing only the place of stress, we can easily stress and
pronounce only those Lithuanian words in which the syllable nucleus

37 In such cases we ignore secondary stress; what is important is just primary
stress; cf. Eng. 'blackbird : 'black 'bird, 'blackboard : 'black 'board [Trager
1941: 137-138; Trager, Bloch 1972: 75-76].

¥ It is interesting that in the North Zemaitic dialect, the phrase : word opposi-
tion remains even when the first syllable receives a strong echo of phonological
stress, cf. va kii'! “Va kg!” ‘1 say!” # vakii- “vaiky™ ‘child-GEN.PL’ (Tirksliai,
etc.). This demonstrates especially clearly that the first syllable of forms of the
vakii- type do not have phonological stress (see § 236).
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§ 241 IV. Suprasegmental Units

is a short (lax) vowel with no sonorant (i.e., R-type) consonant in the
coda. These are words such as Danuite ‘Danuté-vOC’ : Danute ‘Danuté-
INS’, lupa ‘peel-3PRS’ : lupa ‘magnifying glass’, palikta ‘left-N’ :
palikta ‘1eft-NOM.SG.F’, sunésti ‘bring together-INF’ : sunesti ‘brought
together-NOM.PL.M’, visa ‘all.N’ : visa ‘all-NOM.SG.F’. The stressed syl-
lable can be pronounced in various ways—more abruptly or smoothly,
higher or lower, a bit longer or shorter, with rising or falling pitch, but
the referential meaning of the word will not thereby change; only the
emotional or expressive coloration of the words or forms may change.
Thus, words of this type do not differ from Russian, English, or
standard German words, which may differ only in place of stress, but
not in its actual phonetic realization. For example, in pronouncing
Russian copox ‘40°, what is important is what distinguishes this word
from the word copox ‘magpie-GEN/ACC.PL’; other specific features of
the stressed syllable are phonologically irrelevant. The same can be
said regarding the stress of such word pairs as Bulg. guana ‘wool’ :
evand ‘wave’ [Maslov 1956: 23-24], It. capito ‘turn up-1SG.PRS’ :
cdpito ‘understood’ [Muljaci¢ 1972: 103] (for more examples, see
§ 234 and [Lichem 1970: 126-130]), Rom. copii ‘children’ : copii
‘copies’ [Reychman 1970: xviii], Eng. 'transport : trans'port [Trager,
Bloch 1972: 75], Ger. 'gebet ‘give!” : Ge'bet ‘prayer’ [Garde 1968: 6];
in these as well, it is only the place of stress that has distinctive
function, and not how a stressed syllable is pronounced. Even vari-
ations in unstressed syllables—greater or lesser reductions, various
neutralizations—has no independent function; they only highlight the
stressed syllable, increasing the contrast which forms the essence of
stress’’ (on this in Russian, see [Bondarko, Verbickaja, Zinder 1966],
in Catalonian [Mascar6 1978: 25-30]).

In all these cases, various stress models are the only prosodic
units which can differentiate words which are otherwise identical in
expression.

§ 241. The situation in Lithuanian becomes far more complex as
soon as we proceed to words in which the syllable nucleus (normal or
extended) is a long (tense) vowel or a combination of short vowel and
coda sonorant, rather than a short vowel. Even the most precise tran-

3% Garde has aptly termed such phenomena negative accentual processes (les
procédés accentuels négatifs) [Garde 1968: 571t.].
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3. Prosodic Units § 241

scription will not help us read and understand, without context, such
representations  as ['dikti], [kToste], [ruksta], [vokti] (or
syllables or their nuclei should be pronounced. If we pronounce them
more abruptly and energetically, we will have the words dygti ‘sprout-
INF’, klésté “spread, cover (with)-3PST’, riigsta ‘turn sour-3PRS’, vokti
‘gather in-INF’, kiirpé ‘sabot’, isvirsi ‘boil-2SG.PRS’; if we pronounce
them more smoothly, in a more continuous and drawled manner, we
will have words of completely different meaning: dykti ‘become
spoiled (of a child)-INF’, kléste ‘pleat’, ritksta ‘smoke-3PRS’, vogti
‘steal-INF’, kurpé ‘botch, bungle-3PST’, isvirsi ‘overturn, tumble-
2SG.FUT’. Thus the twofold (abrupt or smooth) pronunciation of the
nucleus of a stressed syllable has a distinctive function in Lithu-
anian—it distinguishes referential (lexical or grammatical) meaning.

If the above properties were to differentiate only those words in
which the nucleus of a stressed syllable consists of long vowels, we
could say that Lithuanian has two types of long vowel phonemes,
which are distinguished, for example, by the binary distinctive feature
“smooth” (/i" &.../)-“non-smooth” (/i ¢'.../) or “abrupt” (/i é.../)—
“non-abrupt” (/i & .../). The choice of one or the other feature pair
would depend on further phonological analysis, which would have to
show which phonemes should be considered marked members of
these oppositions and which should be considered unmarked. The fact
that these oppositions are realized only in stressed syllables40 is not
particularly important, since unstressed syllables often form a position
of neutralization for various vowel phonemes (see § 137 and 227), cf.
EAukst. Sirvintos pa.dvs “sole (of foot)’ “padas” # piiodvs “piiodas”
‘pot’, but pade.lis “padélis” ‘sole (dim.)’ = pade.lis “puodélis” ‘cup’,
EAukst. Kupiskis kdyae “koja” ‘foot, leg’ # kuoje “kioja” ‘roach
(fish)’ but koje.fa. “kojéle” ‘foot, leg (dim.)’ = koje.la. “kuojélé”
‘roach (fish)(dim.)’ (see § 143). Since in unstressed syllables, vowels
close to the smooth ([I']-type) vowels of stressed syllables usually
occur, the marked members should be considered the more abrupt
([i']-type) vowels, and the unmarked members the smooth vowels.
This conclusion is also confirmed by stressed endings, where almost
only [i‘]-type vowels are found.

29 ¢

0 This is the generally accepted view, but cf. § 244, fn. 48.
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§ 241 IV. Suprasegmental Units

Such an interpretation seems quite reasonable and logical; it is
not for nothing that it has been proposed in Lithuanian scholarly
works (for example, [Dambrauskait¢ 1957]). But the illusion of
acceptability immediately dissipates when we recall that similar
features distinguish not only those syllables formed by long vowels,
but also those in which a short vowel is followed by a coda sonorant,
that is, when a VR-type sequence is formed, for example: griamde
[g'r"umde] ‘rumple-3pPST’ : grumide ‘washboard’, kirpée [k*ufpe]
‘sabot’ : kurpé ‘botch-3PST’, nuskursi [n’us’k’uiSi] ‘become poor-
2SG.FUT’ : nuskursi, skirtas [Skirtas] ‘separated; devoted’ : skirtas
‘difference’, Sitrpis [$°Gfpis] ‘dishevelled person’ : Siurpis ‘shudder’,
virsi [Vitsi] ‘boil-2SG.FUT’ : virsi ‘overturn, fall-2SG.FUT’, etc. It
would be hopeless here to try to assign a distinctive feature of
intensity or duration to some phoneme, since greater or lesser vowel
intensity and greater or lesser length and salience of a sonorant are in
complementary distribution (see table 35), which clearly shows that,
for example, [i] and [i], and [f.] and [r], are allophones of the same
phonemes. There is only one correct way out: to assign to all syllables
the distinctive properties of all the above minimal pairs and consider
them prosodic units differentiating entire syllables, rather than
individual phonemes.

Table 35. Distribution of vowels and coda sonorants in Lithuanian stressed
syllables

Sound - _Positions > Interpretation
types [—R.] [—R] V=] [V—]

[i] + i

o - /i/

[r] hi

o - It/

Phonetic similarity and especially functional identity*' suggest
that the same prosodic units should also be assigned to the syllables
examined above which are formed by long vowels, as well as to such
minimal pairs as kdltas [ka.ttas] “chisel’ : kaltas ‘guilty’, lduk [ta.uk‘]

I Cf. the identical accentuation of such forms as bljng ‘pancake-ACC.SG’ :
blynus ‘pancake-ACC.PL’ = pirstqg ‘finger-ACC.SG’ : pirstus ‘finger-ACC.PL’ and
vyry ‘man-GEN.PL’ : vyrus ‘man-ACC.PL’ = tilty ‘bridge-GEN.PL’ : tiltus ‘bridge-
ACC.PL’.
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3. Prosodic Units § 241

‘wait-2SG.IMP’ : laitk ‘get away!’, mérkti ‘shut one’s eyes-INF’
[mé.fkti] : merkti ‘soak-INF’, pldutas [pta.utas] ‘rinsed’ : plaiitas
‘(sauna) shelf’, where the left-hand members have a more salient and
somewhat lengthened vowel [Pakeris, Plakunova, Urbelene 1972: 23;
Pakerys, Plakunova, Urbeliené 1974: 8-10 and 14; Pakerys 1982:
158-163], which always shortens in unstressed position, cf.: [ka.ltas]
‘chisel’ : [kaltelis] “kaltélis” ‘chisel (dim.)’, [mé&.rk‘] “mérk” ‘shut
one’s eyes-28G.IMP’ : [mefkimas] “merkimas” ‘shutting (one’s eyes)’.42

These prosodic syllable units, differentiating otherwise identical
syllables and words, are called pitch accents or tones [Martine 1963:
434-437; Girdenis, Zulys 1967: 114-115 (= Girdenis 2000b: 163);
Muljaci¢ 1973: 217-218]. The actual phonetic properties by which
these prosodic units are distinguished are not crucial; what is
important is that they distinguish units larger than the phoneme—syl-
lables. Pitch accents are usually best distinguished by so-called pro-
sodic features: modulations of pitch, loudness (intensity), and quantity
(cf. [Girdenis, Pupkis 1974 (= Girdenis 2000b: 272ff.)], and especially
[Pakerys 1982: 182-184 et passim]), but under certain conditions,
qualitative features of a syllable nucleus and their modulations can
have great, even decisive weight: see [Pakerys 1967b; 1968; 1974b;
1982: 184 et passim]; cf. also [Robinson 1968].43

The traditional view of acute (or abrupt) accent as falling or
strong-initial [tvirtapradé] and circumflex (or smooth) as rising or
strong-final [#virtagalé] is objectively hardly demonstrable (cf.
[Purcell 1971; 1973; Girdenis, Pupkis 1974: 118 (= Girdenis 2000b:
281)]). But if we view the realization of these pitch accents as a kind
of modulation of a phrasal intonation contour—the fragment corre-
sponding to the basis of the pitch accent—this approach may seem
quite acceptable. Acute (") is perhaps a falling accent not in an abso-
lute sense, but only from the standpoint of a “neutral” intonation

> Here also, this interpretation is nicely supported by functional identity, cf.
tvirtg “firm-ACC.SG’ : tvirtus ‘firm-ACC.PL> = stérg ‘thick-ACC.SG’ : storus
‘thick-ACC.PL’ = kdrstg ‘hot-ACC.SG’ : kdrstus ‘hot-ACC.PL’, but tirstq ‘dense-
ACC.SG’ : tirstus ‘dense-ACC.PL’ = dorg ‘honest-ACC.SG’ : dorus ‘honest-ACC.PL’ =
kaltg guilty-ACC.SG” : kaltiis “guilty-ACC.PL’.

* Pakerys’s work [1982] frees us from the need to stop in greater depth on
these issues. The main conclusion of this study should be strongly emphasized:
stress and pitch accent in the standard language are phenomena of a mixed
phonetic nature.
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§ 242 IV. Suprasegmental Units

contour, while circumflex (7) is rising from the standpoint of a falling
or neutral contour. In rising sentence fragments both pitch accents, as
purely phonetic phenomena, can be rising, and in falling fragments,
falling, although the rising or falling of one will differ from the rising
or falling of the other (cf. [Martinet 1970: 364; Ivi¢ 1987: 474]).

Kazlauskas [1968a: 7, 29-30] (seemingly uncritically following Jakobson
[Jakobson 1963a: 159 et passim]) tried to derive Lithuanian pitch accents from
an opposition of higher (acute) and lower (circumflex) tone, preserved, in his
view, in the Zemaitic dialect. Experiments have not confirmed this hypothesis;
Zemaitic (at least northern) pitch accents differ in the relative abruptness of a
change in all acoustic features (especially overall acoustic energy) and a differ-
ent concentration of energy: the energy of the acute is concentrated at a single
point in a syllable nucleus and changes very abruptly; circumflex is a non-abrupt
accent of non-concentrated energy. The differences in relative pitch height are
quite insignificant and without question secondary (see [Girdenis 1974: espe-
cially 186 (= Girdenis 2000b: 300ff.) and references]). A certain rise in pitch in
acuted syllables is easily explained as a side effect of its glottalization (“break-
ing”) (cf. [Pike 1947: 106]).

Sometimes the terms syllable intonation, syllable accent, or even syllable
stress are used as synonyms of pitch accent or tone. The term syllable stress,
because of its novelty and vagueness, became very fashionable a dozen or so
years ago and even misled a number of specialists in Baltic linguistics (cf.
[Kazlauskas 1968a: 20 et passim; Grinaveckis 1973: 125ff.; Girdenis, Zulys
1972: 197 (= Girdenis 2000b: 361f.); Girdenis, Rosinas 1974: 197-198
(= Girdenis 2000b: 401); 1976: 190 and fn. 10 (= Girdenis 2000c: 16 and fn.
10)]). Where pitch accents are distinguished only on stressed syllables, there is
sometimes direct reference to types of stress [Martine 1963: 440], as
distinguished from tone or pitch accent (which is unconnected, or very little
connected, with stress), or to melodic or polytonic stresses [Kuznecov 1970b:
366]. This interpretation is hardly correct; it clearly ignores a hierarchy of
prosodemes (in fairness, Martinet noted this himself, cf. [Martine 1963: 440;
Martinet 1970: 374]).

§ 242. Like every other phonological phenomenon, pitch
accents, or tones, may have positional variants, sometimes called allo-
tones [Fintoft 1970: 39 et passim].** Their invariant properties (that is,
the phonetic features shared by all allotones of a pitch accent and dis-
tinguishing it from another pitch accent or other pitch accents) form a
toneme [Koefoed 1967: 157; Lehiste 1970: 92]. In positions of toneme

* Hammarstrom suggests the more general term alloprosode [Hammarstrom
1966: 35], but so far it seems that no one else has used it (probably because of
too broad a derivational meaning).
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3. Prosodic Units § 243

neutralization, the syllable features heard represent architonemes, or
archiprosodemes [Ivanov 1959: 136], of the corresponding pitch
accents. One member of a toneme opposition is unmarked; this is the
toneme which is acoustically and articulatorily close to the represen-
tative of the architoneme; the toneme which clearly differs from this
representative is the marked member of the prosodic opposition.*

This survey of terminology and concepts already shows that
pitch accents obey general principles of phonological analysis and
identification of phonological units; their paradigmatic (and in part
syntagmatic) relations are also analogous.

§ 243. Our analysis and examples have shown that, under identi-
cal phonetic and phonological conditions, only_two types of pitch
accent can contrast in Lithuanian: 1) [V] : [V] (kidsteé : kibsté),
2) [VR] : [VR.] (kirpé : kuipé), 3) [V.R] : [VR.] (kdltas : kaltas).
Each of these three groups differs quite a bit phonetically, but they
cannot contrast with one another and therefore must be considered
allotones of the same two pitch accents (two tonemes: /*/ #/°/).

It is most convenient to use for these pitch accents or tonemes
the above-mentioned neutral terms acute (the pitch accent of words of
the type klosté, kirpé, kaltas) and circumflex (the pitch accent of
words of the type kldsté, kuipé, kaltas), which do not suggest any
categorical phonetic characteristics. The traditional terms tvirtaprade
priegaideé ‘“strong-initial” accent’ and tvirtagalé priegaidé ‘“strong-
final” accent’ seemingly preempt research and impose the notion that
pitch accents differ in the “strength” of the beginning or end of a syl-
lable, although, as just mentioned, this has not been demonstrated thus
far; krintancioji priegaidé ‘falling accent’ and kylancioji priegaide
‘rising accent’ similarly suggest in advance musical characteristics.*®

# Cf. [Kacnel’son 1966: 38 et passim], although we do not at all agree with
the actual interpretation of prosodeme markedness presented here; it is a purely
phonetic, rather than phonemic, approach.

“But cf. § 241. This was also apparently the view of Simonas Stanevi&ius,
who used the Greek acute or grave (symbols of a rising toneme) to mark smooth
pitch accent and a curved or broken circumflex (symbols of a falling toneme) to
mark abrupt pitch accent [Girdenis 1968b (= Girdenis 2000b: 171ff.); 1992b
(= Girdenis 2001: 54ff.)]. But even this great authority cannot outweigh concrete
observations. Listening results of reverse recordings (on the method, see
[Dukel’skij 1962: 16-17]) clearly show that speakers of both Zemaitic and West
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The terms staiginé priegaidé ‘abrupt accent’ and testiné priegaide
‘smooth accent’ would be substantially better (cf. Fr. intonation rude
‘rough accent’ and intonation douce ‘smooth accent’ [Saussure 1922:
491]), characterizing these tonemes according to their auditory
impression. The most recent speech synthesis experiments (unfortu-
nately, not yet published, but cf. [Girdenis 1998b (= Girdenis 2001:
403f.)]) also support the acoustic validity of these terms; at least the
Zemaitic acute differs first and foremost from the circumflex in an
abrupt change in pitch (in the adduced sentence, falling). But, as
noted, it is most convenient for the phonologist to use terms which do
not suggest actual phonetic properties.

§ 244. In general, the relations among the various prosodic types
of Lithuanian syllables can best be illustrated in the following tree
diagram (see figure 27; syllable nucleus type is given in parentheses;
see [Girdenis, Zulys 1967: 116 (= Girdenis 2000b: 164); Ambrazas
1985: 48; 1997: 40 (= Girdenis 2001: 227)])."

Syll;libles
[ I B
short (-V-) long (-VR-, -V-)
| |
unstressed stressed unstressed stressed
O @) @)
circumflex acute
@) @)

Figure 27. Prosodic syllable types of standard Lithuanian

Aukstaitic distinguish “reversed” pitch accents (reproduced in the opposite
direction) just as well as regular ones (cf. [Girdenis 1974: 192-193, fn. 30
(= Girdenis 2000b: 304, fn. 30)]). More or less the same can be said of pitch
accents in whispered words: they are well distinguished in all languages and dia-
lects investigated (see, for example, [Meyer-Eppler 1957; Jensen 1958; Miller
1962; Fintoft 1970: 40—43; 125-131 and references; Girdenis, Pupkis 1974: 118
(= Girdenis 2000b: 281); Girdenis 1974: 192-193 (= Girdenis 2000b: 304),
especially fn. 30]).

It is interesting that just the same sort of diagram was used a few years later
to represent the prosodic syllable types of Slovene [Neweklowsky 1973: 81] (cf.
also [Haugen 1967: 189]). See also [Karosiené, Girdenis 1990: 42 (= Girdenis
2001: 25)], where the relative frequency of each syllable is also indicated.
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We see that pitch accents characterize and differentiate only
stressed long syllables, that is, those formed with tautosyllabic
VR-type sequences or long vowels (such syllables are now most often
called heavy; cf. [Hyman 1985]). Short syllables (that is, those formed
with short vowels; so-called light syllables) can only be stressed or
unstressed (see also [Garde 1976: 3—4]). If pitch accents are ever
shown to contrast on unstressed long syllables as well, the right
branch of the diagram would need to be transformed as follows (see
figure 28).

Long syllablles (-VR-,-V-)
| |
unstrlessed strelssed
| | | |
circumflex acute circumflex acute
@) @) @) @)

Figure 28. Syllable accents of long syllables (alternative version)

Many specialists believe that this must have been the distribution
of the Baltic proto-language (among more recent works, see, for
example, [Garde 1976: 4; Zinkevicius 1980: 48; Dybo 1981: 12]).
This view has been categorically opposed by Kurytowicz, who has
denied even the theoretical possibility of pitch accent on unstressed
syllables (see [Kurytowicz 1958: 210; 1977: 159; Kurylowicz 1960:
234-236 = Kurilovi¢ 1962: 326-328]; cf. [Martinet 1970: 381]).*

In addition to acute and circumflex, a short pitch accent had also long
been noted in the Lithuanian linguistic literature, hence it was believed that
Lithuanian had three, rather than two, pitch accents (see, for example, [Ekblom
1922: 9; Gerullis 1930: xxvi; Vaitkeviciaité, Grinaveckis 1959; Ulvydas 1965:

* There has accumulated quite a bit of credible evidence suggesting that pitch
accents (at least in some Lithuanian dialects) can contrast in unstressed syllables
as well. For example, the dialect of the West Aukstaitic Kaunas-region
(Suvalkija) distinguishes such minimal pairs as genitive singular [pie,v°5s]
“pievos” ‘meadow’ : locative plural ['pie,v°6's] “pievos(e),” accusative singular
['sm& '] “sméli” ‘sand’ : locative singular ['Sthg li-] “smélyj(e),” genitive
singular (noun) ['m°6-ki*t°6:j0'] “mdkytojo” ‘teacher’ : genitive singular (adjec-
tive) ['m°6-ki t°6;0°] “mdkytojo” ‘taught’ (see [Girdenis 1972b: 72 (= Girdenis
2000b: 265); 1973: 73 (= Girdenis 2000b: 320); Girdenis, Zulys 1972: 198
(= Girdenis 2000b: 363)]).
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135-136; Mikalauskaité 1975: 78-79]). The “theory” of three pitch accents
appeared when instrumental studies showed that short stressed syllables, like the
long, are pronounced with a certain melody—various fundamental frequency
and intensity curves. The treatment of these curves or modulations as an essen-
tial feature of pitch accent left no choice but to accept a short pitch accent.

Phonology, of course, does not support such a characterization of pitch
accent, nor the “short pitch accents” based on it. The essence of pitch accents is
the distinctive function they perform, rather than vocal modulations themselves.
Russian and French stressed and unstressed syllables are after all undoubtedly
pronounced with certain modulations of pitch, intensity, and duration, but it
would not be possible to speak of pitch accents here, since the melody of their
stressed syllables cannot differentiate referential meaning.* Precisely the same
situation exists in Lithuanian words in which a stressed syllable is formed by a
short vowel without a coda sonorant. The voice modulations seen in oscil-
lograms and kymograms of these words do not and cannot perform a distinctive
function, not least because they cannot be perceived by ear, as even advocates of
“short pitch accent” acknowledge (cf. [Vaitkeviciiité, Grinaveckis 1959: 30;
Grinaveckis 1973: 98]). Phonetic features which cannot be heard, which are
imperceptible and cannot be distinguished, cannot be phonological units of a
language; they are simply not in the linguistic system (cf. [Trubetzkoy 1977:
180 = Trubeckoj 224; Girdenis, Zulys 1967 (= Girdenis 2000b: 161ff.); Gar§va
1977¢: 114-115; 1977a: 78; 1982: 73]).

It is sometimes pointed out that “short pitch accent” can contrast with
acute and circumflex in minimal pairs such as kasti ‘dig-INF’ : kgsti ‘bite-INF’,
plukti ‘burst (into tears, sweat)-INF’ : plikti ‘scutch-INF’, trésti ‘rot-INF’ : trésti
‘fertilize-INF’, etc. But this is false reasoning: these pairs are not distinguished
by pitch accent, but by vowel quantity. The members on the right have long
(tense) vowels in stressed syllables, while the members on the left have short
(lax) vowels, which, as we know, are independent phonemes.

§ 245. Kazlauskas [1968a: 6—7] had already shown that all
Lithuanian dialects have a system of two phonological pitch accents,”

* Here and elsewhere, the clever linguistic rule 2 — 1 = 0 applies: we can
speak of a certain linguistic category or subsystem only when it consists of at
least two members [Panov 1967: 16—18]. There are no languages, and there can
be no languages, which would have only a single gender, a single verb tense, a
single case, etc. This also holds for pitch accent (cf. [Zinkevicius 1966: 32-33]).

> The view was once widespread that in eastern dialects the pitch accents of
monophthongs were lost (for example, [Kazlauskas 1968a: 14], but this has not
been confirmed (see, for example, [Girdenis 1971a: 206-207 (= Girdenis 2000b:
351f); Zinkevic¢ius 1974; Eidukaitiené 1977; Stundzia 1979; 1980; Kosiené
1982], cf. [Pakerys 1982: 154]). Nevertheless, even now we must admit that the
pitch accents on monophthong syllables in eastern and southeastern dialects are
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3. Prosodic Units § 245

although dialectologists and specialists in pure phonetics find a far
greater number. For example, stressed short syllables in many dialects
lengthen in certain cases and thereby receive so-called middle accent
(1). As a final circumflex syllable shortens, a middle accent with a
somewhat different pronunciation may appear, or an apocopated
accent (2). Yet another type of middle accent arises when stress is
retracted from an ending onto a long syllable (3). Finally, quite a few
Zemaitic speakers produce in certain cases an abrupt or “pushed”
[stumtiné, ‘Stosston’] accent instead of acute, while others pronounce
a broken accent [lauztiné] (4); rising [tvirtagalis] and smooth [festinis]
circumflex also often differ (5) (cf. [Salys 1992: 45]).

Without going into a detailed analysis, we can say that in all the
above cases, we have two types of allotones, in complementary distri-
bution, of the same prosodemes. In the first case (1) (cf. EAukst.
kiSx. “kise (standard kiso)” ‘thrust-3pST’ : ki§ “kis” ‘thrust-3FUT’,
NZem. ke.5° l€é§) middle accent is the realization of the stress of a
short non-final syllable; in the second case (2) (cf. EAukst. plaii.kae
“plaiikia” ‘swim-3PRS’ : plduks “plaiiks” ‘swim-3FUT’), middle accent
(as well as apocopated accent) represents a word-final circumflex; in
the third case (3) (cf. EAukst. Kupiskis 77/ “t51i”” ‘be silent-3PRS’ : 1l
“tli” ‘be silent-28G.PRS’), it represents the circumflex which
accompanies secondary phonological stress.”’ The Zemaitic abrupt

9% ¢

quite unclear; we could say that their oppositions are optional (see also [Hasiuk
1978: 17-18 and references]).

>' This “middle” variant of circumflex functions in many dialects as the mani-
festation of a special phonological stress. In some dialects, a kind of opposition
of “strong” and “weak” stress has arisen due to stress retraction, cf. EAukst.
northern Panevézys fai.k’s “laitkas” ‘field-NOM.SG* # tduk®s “laukiis” “field-
Acc.pL’, EAukst. Utena ned5ra “nedora” ‘immoral-N’ # naedora “nedora”
‘immoral-NOM.SG.F; immorality-NOM.SG’ [Girdenis, Zulys 1972: 199 (= Girdenis
2000b: 365); Garsva 1977c: 65; Kosiené 1978: 35-36] (cf. [Baranovskij 1898:
21; Ekblom 1922: 8; 1925: 55, 95-97; Girdenis 1978a (= Girdenis 2000c: 95f.)]
and § 251). The first to mark “weak” (two-peaked) stress was Dauksa: Siidsid
“sudzia” ‘judge-NOM.SG* = [su'dZa&] Postil 153, légwd [len'gva] “lengva”
‘easy-NOM.SG.F’ Postil 434,, gérius [,ge'tus] “gerius” ‘life of luxury-Acc.pL’
Postil 50,5 (cf. [Girdenis 1984 (= Girdenis 2000c: 356f.)]).

It should be noted here that the opposition of two stress (or pitch accent) types
is also observed in forms where there never was regular stress retraction; cf.
NZem. (1) kd.lts “kdltas” “chisel’ (“strong” stress) : kalts “kdltas” ‘forged-
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§ 246 IV. Suprasegmental Units

[staiginis] acute (4) and rising [tvirtagalis] circumflex (5) occur only
before a certain secondary stress, while the broken [lauZtinis] acute
and smooth [festinis] circumflex occur when no secondary stress
follows (cf.: ddktd: “daiktai” ‘thing-NOM.PL’ : ddkt® “ddiktg, -0~
‘thing-ACC/GEN.SG’, bd.l.dd “baldai” ‘furniture-NOM.PL’ : baid"
“baldy” “furniture-GEN.PL’; see, for example, [Girdenis 1967b: 31
(= Girdenis 2000b: 106-109); 1974: 160 (= Girdenis 2000b: 285)]).
Thus, here as well, we have only two pitch accents, realized by two
types of allotone.

) FUNCTIONS AND PARADIGMATIC RELATIONS
OF PITCH ACCENTS

§ 246. Pitch accents are close to phonemes and distinctive fea-
tures; they perform the same distinctive function: they distinguish
otherwise identical syllables and words and their forms (see [Martine
1963: 441; Martinet 1970: 364; Koefoed 1967: 161]).>

In a morphological or morphonological system, pitch accents
function as an important auxiliary characteristic of morphemes [Garde
1968: 160-165; Garde’as 1971] (see also the article [Hjelmslev 1936—
1937], from which Garde’s basic idea derives).

NOM.SG.M’ (“weak™ stress), své.ists “sviestas” ‘butter’ : svéists “sviestas”
‘thrown-NOM.SG.M’, sdus' “saiisj” ‘January-ACC.SG’ (cf. nom. sg. saiisis) :
sd.u.s' “saiisj” ‘aphid-ACcC.SG” (cf. nom. sg. sausys), (2) trd.uk® “trduke” (inf.
traukti) ‘pull-3pST’ : trduk® “traukeé” (inf. trdukyti) ‘pull (iterative)-3pST’,
brauk® “braiike” (inf. braiikti) ‘cross out, brush off-3pST’ : bra.u.k® “braiike”
(inf. braukyti) ‘cross out (iterative)-3pST’, (3) kd.is “kdisia” ‘scrape, shave-3PRS’ :
kai§ “kais” ‘scrape, shave-3FUT’, méis “miésia” ‘dilute-3PRS’ : mé.i.§ “miés”
‘dilute-3FUT’. Similar oppositions have also been observed in Aukstaitic dialects
(see [Girdenis 1982a: 180 (= Girdenis 2000c: 274f.); Girdenis, Kacjuskene 1987
(= Girdenis 2000c: 327ff.)]).

52 Pakerys has expressed and in a preliminary way tried to support the original
idea that pitch accents also have a culminative function: they signal a syllable
peak [Pakerys 1982: 144-154]. This view does not seem convincing (see
[Girdenis, Stundzia 1983: 178—179 (= Girdenis 2000c: 403); Vitkauskas 1983a]).
First, the syllable is neither a sign nor a meaningful unit, and therefore it hardly
needs a special distinguishing element; second, a function similar to culminative
is already performed in the syllable by a vowel (see, for example, [Padluzny
1969: 31 and references]).
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3. Prosodic Units § 246

Every morpheme whose expression (or partial expression) con-
sists of a stressed long vowel or tautosyllabic VR-type sequence is
either acute or circumflex. For example, the root of the word brdlis
‘brother’ preserves acute accent in all forms and in all derivatives and
compounds, cf.: brolis ‘brother-NOM.SG’, broliui ‘brother-DAT.SG’,
brolj ‘brother-ACC.SG’, broliené ‘sister-in-law’, broliskas ‘fraternal’,
brolvaikis ‘nephew’; the root of the word ranka ‘hand’ in stressed
positions is always circumflex, cf.: raitkos ‘hand-GEN.SG/NOM.PL’,
raiiky ‘hand-GEN.PL’, rafikena ‘handle’, raikininkas ‘handball player’,
raitkdarbis ‘needlework’, etc. Possible metatony (change of pitch
accent; from Gk. perd- ‘a prefix meaning change’, tovog ‘stress,
syllable accent’) in certain cases (see [Bliga 1959: 386—483; Ulvydas
1965: 142-150; Mikalauskaité 1975: 81; Laigonaité 1978: 19-27;
Ambrazas 1985: 67; 1997: 53 (= Girdenis 2001: 241f.); Mikulenene
1987]) does not contradict the general principle, since it is essentially
no different than similarly functioning vowel apophony, cf.: graziis
‘beautiful’ : grozis ‘beauty’, krito ‘fall-3PST’ : krdiciojo ‘gradually
fall-3PST’ and stéras ‘thick, fat’ : storis ‘thickness’, u#zé ‘make a
noise-3PST’ : iizavo “id.”, plaiiké ‘swim-3PST’ : plaukiojo ‘swim about-
3PST’.

It is true that morphemes generally “lose” their pitch accents in
unstressed positions (cf., however, fn. 49), for example mérkti ‘shut
one’s eyes-INF’ # merkti ‘soak-INF’, but merkimas ‘shutting one’s
eyes’ = merkimas ‘soaking’, vdrpg ‘ear (of grain)-ACC.SG’ # varpg
‘bell-ACC.SG’, but (varpéliai —) varpéliy ‘bells-GEN.PL’ = (varpélés —)
varpéliy ‘ear (dim)-GEN.PL’. Pitch accents are essentially neutralized
in grammatical endings as well, since here (with a few exceptions)
only circumflex is possible,53 representing the architoneme (or

>3 This traditional statement (incidentally, greatly exaggerated by Kurylowicz
[1958: 167-168; 1968a: 114], not least because there are words like pusidu ‘in
two, in half’, visdi ‘quite, completely’) would still need to be checked by more
rigorous experiments. There are data which suggest that the second person
maisal ‘mix’, sakai ‘say’, vilkai ‘dragged’, for example, and the nominative
plural maisai ‘bags’, sakal ‘resin’, vilkai ‘wolves’ and other similar forms are
not homonyms; the pitch accents of the former appear to set off the first
component of the diphthong more (one hears as it were maisai, sakai, vilkai),
and the latter, the second component. Listeners hear this distinction quite well
(see, for example, [Valentas, Girdenis 1976; Kosiené¢ 1978: 32, fn. 18; 1979]).
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archiprosodeme) of both pitch accents, and showing that circumflex is
the unmarked member of the opposition (see [Trubetzkoy 1977: 213 =
Trubeckoj 1960: 265]). This is also suggested by the proximity of
unstressed (especially pretonic) syllables to circumflex [Pakeris 1966],
and likewise by the greater frequency of long circumflex syllables in
connected texts: they are approximately 1.4 times more frequent than
acute [Girdenis 1983b (= Girdenis 2000c: 354); Karosien¢, Girdenis
1990: 42-43 (= Girdenis 2001: 24-26)]. We have in this case a
phenomenon similar to the neutralization of oppositions of the type
/a/ : /o/ in unstressed syllables in standard Russian and some Lithu-
anian dialects (see § 137, 227, 241). In this regard as well, pitch
accents function as phonemes.

The pitch accents stand in a different relationship in the North
Zemaitic dialect. Here the acute is not only freely used in stressed
endings (cf. the second person singular maisd: /maja:/ “maisai”
‘mix’, sakd /sakd:/ “sakai” ‘say’, velkd: /velka:/ “vilkai” ‘drag’ and
the nouns maisd /majda/ “maisai” ‘bags’, sakd- /sakd:/ “sakai”
‘resin’, vetkd: /velka/ “vilkai” ‘wolves’), but is also the representative
of the archiprosodeme in the main position of neutralization: an
unstressed final syllable (for example: batd- /bata/ “bdtai” ‘boots’,
muioké /mioke’/ “mékei” ‘you taught’, vakdr /vakar/ “vakar” “yester-
day’). Acute is unquestionably the unmarked member of the pitch
accent opposition and circumflex the marked member. This is also
shown by the relative frequency of these pitch accents; the ratio of
acute to circumflex long syllables here is approximately 1.32 : 1.

§ 247. The main functional property distinguishing pitch accents
from phonemes and distinctive features is their connection with stress
and stress paradigms. As we know, certain morphemes (especially
endings; we could call them “attracting” endings) attract the stress
from a neighboring short or circumflex morpheme according to
Saussure’s and Fortunatov’s law [Garde 1968: 163; Garde’as 1971:

Nor should it be forgotten that perhaps all AukStaitic speakers pronounce the
pronominal forms anuio ‘that-INS.SG.M’, antios ‘that-ACC.PL.M’, tuo ‘that-
INS.SG.M’, tiios ‘that-ACC.PL.M’, etc., with acute endings. These were already
found in Kurschat’s grammar [Kurschat 1876: 236] (cf. [Laigonaité 1959: 66],
where such forms were justifiably proposed for the standard language; it is inex-
plicable why they were later abandoned and clearly fictive forms were codified).
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3. Prosodic Units § 247

95; Garde 1976: 15716].54 These endings include, for example, the
first and second persons singular of the verb, the accusative plurals of
nouns, etc. (they are characterized by long acute allomorphs in reflex-
ive and pronominal forms), for example: plaikia ‘swim-3PRS’ —
plaukiti ‘swim-1SG.PRS’, plauki ‘swim-2SG.PRS’ (but ldukia ‘wait-
3PRS’ — laukiu ‘wait-1SG.PRS’, lauki ‘wait-2SG.PRS’; cf. keicitio-si
‘change-1SG.PRS.REFL’, keitie-si ‘change-2SG.PRS.REFL’), pirstg ‘finger-
ACC.SG’ — pirstus ‘finger-ACC.PL’, raiikg ‘hand-ACC.SG’ — rankas
‘hand-AcC.PL’ (but tiltg ‘bridge-ACC.SG’ — tiltus ‘bridge-ACC.PL’,
saujg ‘handful-ACC.SG’ — sdujas ‘handful-ACC.PL’; cf. geruos-ius
‘g00d-ACC.PL.PNL.M’, gergs-ias ‘good-ACC.PL.PNL.F’). Synchronically
interpreted, Saussure’s and Fortunatov’s law essentially determines
the interaction between pitch accent and stress, and the particular
character of Lithuanian word prosody. Thus pitch accent and stress,
taken together, would form quite independent subsystems of word and
syllable prosodemes.

Pitch accents can also optionally be connected with sentence
intonation. One of the main instances of this interaction is the neutrali-
zation of pitch accent oppositions in conditions of strong emphatic
sentence stress; this occurs even in the North Zemaitic dialect, which
has particularly clear pitch accents, for example: ana kap supik’,
nubiega (— nubieg’) e papasakiioi® piiond.u veskon “And kaip
suppko, nubégo ir papdsakojo ponui viskg” ‘She got angry and ran
off and told the master everything’ (Alsédziai), as toro lazdé. k¥ —
kap_as td.u dieso («— dieso)! “AS turiti lazdike — kaip as tau désiul”
‘I have a stick and I'm going to let you have it!” (Klaipéda), vi‘ris
eS.a'u.da (eS.auda), e paléikt miiotresk®s “Vyrus isSdudo, ir paliékt
motriskos” ‘They shoot the men and the women are left’ (Kaltinénai),
nag@rk («— nag@rk), — sa.k’, — pavérs' d.rklely “Negérk, — sdko, —
pavirsi arklelit” ‘Don’t drink, he says; you’ll turn into a horse’
(Plunge), matd.u, ka desau.sis («— de3d.us's) virs pas_pusin® stiou
“Mataii, kad didziausias vyras pas pusyng stovi” ‘I see that a huge
man is standing over by the pine woods’ (Telsiai), karve.l° graZi,

** The fact that Fortunatov had discovered this law independently (and some-
what earlier than Saussure, that is, before 1891-1892) has long been dem-
onstrated, but the evidence has somehow been overlooked; see [Torbidrnsson
1924: 11, fn. 1; 1932: 363-364, fn. 1].
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pé.in° doud («— do.ud) “Karvélé grazi, pieno diioda” ‘The cow is
beautiful; she gives milk® (Tirksliai).”

§ 248. Pitch accent is unquestionably only an auxiliary mor-
phological device, since it can never appear on morphemes which lack
stress (for example, dative or accusative singular noun endings), or on
morphemes which lack the necessary basis for pitch accent (a long
vowel or tautosyllabic VR-type sequence). The fact that their oppo-
sition is neutralized in some cases is not particularly significant, since
such neutralization is also often characteristic of vowel (especially
vowel quan‘[i‘[y)56 oppositions.

v) TYPOLOGICAL REMARKS

§ 249. Pitch accent, or tone, is not a very exotic prosodic phe-
nomenon. Quite a few languages and dialects have one system or
another, even in Europe.

Most popular are systems of two pitch accents or tones. Many
Latvian dialects have these, for example, as do some South Slavic
languages and a large group of Germanic languages and dialects: the

»On this phenomenon in greater detail, see [Zinkevigius 1966: 37 and
references; Girdenis, Lakiené 1976: 73 (= Girdenis 2000c: 339)] (for other
languages: [Hansen 1943: 28; Jensen 1960: 28; Toporisi¢ 1972]).

°% Apparently this (and, of course, also the “prosodic” nature of quantitative
features) has led more than one specialist to regard quantity as a suprasegmental
prosodic phenomenon (see, for example, [Toporova 1972: 141; Gar§va 1977c:
101-102]).

Without going into greater detail on this issue, let us just say that such an
interpretation is possible and acceptable only when, first, the number of long
vowels does not exceed that of short vowels (cf. [Lehiste 1970: 43]), and
secondly, when such an interpretation indisputably facilitates the description of
various phonological and grammatical processes. A factor favoring this inter-
pretation is the neutralization of quantity oppositions in unstressed syllables.
A prosodic interpretation of vowel quantity for standard Lithuanian and many
dialects would conflict with the first condition: Lithuanian has more long vowels
than short vowels (see [Girdjanis 1977: 305-306, fn. 17 (= Girdenis 2000c: 384,
fn. 17); Kacjuskene 1980; Kaciuskiené 1982: 41ff.]). Moreover, Lithuanian
vowel quantity cannot be shifted to prosody for general phonological reasons,
since it distinguishes only speech fragments equal to a single phoneme (cf. § 34
and 215).

Therefore, Lithuanian vowel length (tenseness) and shortness (laxness) can
only be considered distinctive features of phonemes.
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German Rhine dialects, Danish, Swedish, and Norwegian. We all
know quite well the Ancient Greek opposition of acute and circum-
flex. The three degrees of vowel and consonant quantity in Estonian is
reminiscent of pitch accent (see [Liiv 1962a; 1962b]).””

§ 250. Among the South Slavic languages, closest to Lithuanian
is the pitch accent system of Slovene (cf. [Garde 1968: 154-160]), in
which stressed long syllables are pronounced with either a rising ([])
or falling (["] or []) accent, cf.: dan ‘given’ : ddn ‘day’, pot ‘road’ :
pot ‘sweat’ [Toporisi¢ 1970: 913], dialectal mi.za ‘table’ : mi.za ‘tables’,
¢Fna ‘black-NOM.SG.F’ : ¢F.na ‘black-NOM.SG.F.PNL’ [Neweklowsky
1973: 82]. In unstressed syllables these oppositions are neutralized.

In stressed and post-tonic syllables of standard Serbo-Croatian
and Stokavian dialects, it is first and foremost long and short vowels
which contrast, cf.: grad ["grad] ‘hail’ : grad [ gra:d] ‘town’, vésela
‘happy-NOM.SG.F’ : vésela ‘happy-NOM.SG.F.PNL’. A stressed initial
syllable of any quantity may in turn have rising accent (on long syl-
lables ['], on short syllables [']) or falling accent (["] and ["], respec-
tively) (on their phonetic properties, see [Trager 1940; Lehiste, Ivi¢
1963; Pollok 1965], on pronunciation in connected speech [Purcell
1971; 1973)), cf.: mladih ‘young-GEN.PL’ : mlddih ‘young-GEN.PL.PNL’,
pustim ‘become empty-1SG.PRS’ : piistim ‘empty-1SG.PRS’ (long syl-
lables), para ‘money’ : pdra ‘steam’, sréan ‘pertaining to the heart’ :
sic¢an ‘brave’ (short syllables) [Magner, Matejka 1971: 5-6] (cf. also
ravan ‘equal’ : rdvan ‘plain (n.)’, klobitk ‘hat’ : kiobiik ‘vial’ [Peco
1965: 454]). In medial syllables the opposition of pitch accents is
neutralized in favor of rising accent (['] or [']); in monosyllabic

T Cf: vina ‘glow’ : viina ‘whiskey-GEN.SG’ : viina ‘whiskey-ACC.SG’ (the
symbol “ " ” indicates an overlong sound), sada ‘100’ : saada ‘send-INF’ : s'aada
‘get-INF’, kolis ‘moved’ : koolis ‘school’ : k'oolis ‘died’, kalas ‘fish-LOC.SG’ :
kallas ‘shore’ : ka'llas ‘poured’. Some years ago, so-called lexical tones were
also observed in Estonian (see [Helimski 1977; Lippus, Remmel 1976]; cf.
[Lehiste 1980: 199-200]). There has recently been serious mention of tones in
Russian (see [Kodzasov 1989]; it is not difficult in some cases to observe the
presence of a tone-like phenomenon in this language: compare, for instance, the
nominative singular epaudm ‘pomegranate’, corddm ‘soldier’, in which the
stressed syllable seems to be falling [tvirtapradiskas] and the corresponding
genitive plural form, where this syllable is almost rising [#virtagalis], that is,
pronounced approximately [grana.t], [salda.t]).
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words, only falling accent is possible, for example: grdd ‘town’, lik
‘bow’, grdid “hail’, itk ‘onion’ [Peco 1965: 455].%

§ 251. The German Rhine dialects are characterized by an oppo-
sition of so-called correption (abrupt accent) and extension (smooth
accent) [Zirmunskij 1956: 163—165; Kacnel’son 1966: 217ff.], remi-
niscent of the Lithuanian opposition of acute and circumflex,” cf.:
[e'?] (correption) = standard Au ‘meadow’ : [e'] (extension) = standard
Ei ‘egg’, [hu-?s] ‘of the house’ : [hu's] ‘house’, [Stru'?s] ‘of an ostrich’ :
[Stru's] ‘ostrich’ [Kacnel’son 1979: 208, 217].

This system is quite reminiscent of the Danish prosodic opposi-
tion “stod”—‘non-stod” (stod—ikke-stod), which in many positions is
almost indistinguishable from the Zemaitic contrast of broken and
smooth accent; long vowels with stad (a glottal occlusion, or more
precisely, laryngealization [Lehiste 1970: 89-90]) sound almost the
same as corresponding Zemaitic and Latvian vowels with broken
accent (cf. [Ekblom 1933: 50] and [Lehiste 1972]).°° The following
minimal pairs are distinguished, for example, by “stod”—‘non-sted”:
laeser ['le’sog] (“° ” is the symbol for stad) ‘(1) read’ : laeser ['le:sor]
‘reader’, pilen ['pi:’lon] ‘(the) arrow’ : pilen ['pi:lon] ‘haste’, taget
['ta:’ya0] ‘(the) roof” : taget ['ta:yad] ‘taken’. A specific feature of
Danish which has no direct counterpart in Baltic dialects is stod
concentrated on sonorants, cf.: maj [mAr’] ‘May’ : mig [ma1] ‘me’,
hund [hon’] ‘dog’ : hun [hon] ‘she’. The place of stod on diphthongs

** In works on Lithuanian historical grammar, Lithuanian pitch accents are
still associated with those of Serbo-Croatian (for example, [Zinkevi¢ius 1980:
441]), although in fact they are connected only with the vowel quantity of that
language: Lith. ['] = SCr. ['], Lith. [7] = SCr. [] (cf. Lith. diimas ‘smoke’,
varna ‘crow’ = SCr. dim, vrana, Lith. Ziémq ‘winter-ACC.SG’, varnas ‘raven’ =
SCr. zimu, vran (in Czech, these relations are the diametric opposites: dym,
vrdna and zimu, vran; the acute here denotes vowel length). In general, the pitch
accents of the modern Baltic and Slavic languages are not directly related; their
origin is presumably also different.

> The renowned German dialectologist Theodor Frings has written specially
about the similarities and differences between pitch accents of the Rhine dialect
and Lithuanian; see [Frings 1934: 120-130].

% For more detail on prosodic systems with stod and pharyngealization, see
[Ivanov 1959; 1975]; on developmental tendencies of such systems, see [Ivanov
1979]); on the phonetic realization of Danish stod, see [Smith 1938; 1944;
Jakobson, Waugh 1979: 149; Fischer-Jorgensen 1989].
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can even have distinctive function: fug/ [fu:’l] ‘bird’ : fuld [fol’] “full’,
hvil [vi’l] ‘rest’ : vild [vil’] ‘wild’ (cf. [Fischer-Jorgensen 1962: 101—
102; 1989: 8ff.; Koefoed 1967: 164—165]).°' This, presumably, is one
of the reasons for treating stod as a unit of the segmental plane (a
“kinakeme,” a kind of distinctive feature; see, for example, [Plotkin
1979; 1982: 105 et passim]). Nevertheless, the traditional approach
appears more convincing: treating stod as a prosodic phenomenon and
accounting for its position in VR-type sequences by length or
shortness of the first component of these sequences (VR & /°/ —
V'R, VR & I’/ — VR’ [Basbell 1977: 148, fn. 3]).

In Swedish and Norwegian non-monosyllabic words (except for
some dialects), so-called accent 1 (“acute,” [']) and accent 2 (“grave,”
[']) contrast; these are also called pitch accents or tonal word accents
(but cf. [Kacnel’son 1966: 36]), for example: Swed. buren ‘(the) cage’ :
buiren ‘carried’, tanken ‘tank’ : tanken ‘idea’ [Malmberg 1971: 192],
stégen (-[e:]-) ‘(the) step’ : stegen ‘(the) ladder’ [Bruce 1977: 15],
Norw. bdnder ['ben:or] ‘peasants’ : bonner [‘ben:or] ‘beans’, farene
‘tracks’ : farene ‘dangers’ [Fintoft 1970: 15, 21], ldnet ['1o:ns] ‘loan’ :
ldne ['lona] ‘lend-INF’, hénder ‘hands’ : hénder ‘happens’ [Jensen
1961: 20-21]. Accent 1 of disyllabic words is always concentrated on
the first syllable and is usually marked by a falling tone and intensity;
accent 2 is fairly evenly distributed across two syllables, and the first
syllable of words containing it has a rising or at least even tone and
intensity. It is generally believed (especially after Malmberg’s subtle
experiments [Mal’mberg 1962: 362-377]) that musical features form
the essence of these accents, but there are other views (for example,
[Garding, Lindblad 1973: 44-48; Makaev 1964: 131{f.]). From a pho-
nological standpoint this is, of course, irrelevant; what is important is
just a contrast of two types of accentuation.

To the Lithuanian ear, these oppositions are rather reminiscent
of oppositions in eastern, non-stress-retracting dialects, such as giva
“gyva” ‘alive, living-N’ : gi'va “gyva” ‘living-NOM.SG.F’, sto'ra “stora”
‘thick, fat-N’ : sto'ra “stora” ‘thick, fat-NOM.SG.F’ (cf. [Kosiené 1978:
35-36]). The Norwegian pronunciation /dnet ['lo: ns] sounds to the

% This is a bit reminiscent of the realization of circumflex in eastern dialects
in cases such as fai ‘that’, kur ‘where’, and the “weak” stress of North Zemaitic
forms such as future kdis ‘will scrape’ or iterative trduk® ‘pulled’ (pronounced
almost as kais, traiik®; see § 245, fn. 51).
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§ 252 IV. Suprasegmental Units

Lithuanian ear almost like [13-fiee], and ldne [ lo:a] like [15-'fiz] (with
eastern secondary stress on the syllable [15]-).%

The system of three pitch accents of standard Latvian and the
central dialect (vidus dialekta) is well known, cf. kritu ‘net-ACC.SG’ :
kritu ‘chalk-ACC.SG’ : kritu “fall-1SG.PRS’,” ludgs (in ordinary spelling
logs) ‘window’ : ludks ‘leek’ : luoks ‘bow’, raiisu ‘pull, tear-1SG.FUT’ :
rafisu ‘oil cake-GEN.PL’ : rausu ‘rake-1SG.PRS’, vdts ‘ulcer, wound’ :
vats ‘vat’ : vac ‘collect-2SG/3.PRS’ (cf. [Grisle 1970; 1972]; on the pho-
netic features of these pitch accents, see [Ekblom 1933; Stelle 1968
and references]). In medial and final syllables only two pitch accents,
smooth and broken, contrast in Latvian: mazuds ‘small-ACC.PL.M.PNL’ :
mazuods ‘small-LOC.PL.M’, mazds ‘small-ACC.PL.F.PNL’ : mazds ‘small-
LOC.PL.F’ (but cf. Sitds ‘this-LOC.PL.F’ : S$itas ‘this-GEN.SG.F’ : §itds
‘this-ACC.PL.F’. It is true that Kurylowicz tried to treat broken tone as
the absence of pitch accent (see, for example, [Kurytowicz 1958:
382]),°* but this is an entirely artificial interpretation, justifiably
criticized by Ivanov [Ivanov 1954: 134—-136], who later wrote special
studies devoted to tonemes of this type [Ivanov 1959; 1975].

Nevertheless, in many Latvian dialects we find the usual system
of two pitch accents, either broken and non-broken (falling or smooth)
contrast, or falling and rising [Endzelins 1951: 39-41; Laua 1980:
85].°° The two-pitch-accent system is now also tolerated in the stan-
dard language (see, for example, [Laua 1980: 87; Liepa 1979: 47]).

§ 252. Ancient Greek also had an opposition of rising (acute, [])
and falling (circumflex ([7] or [7]) accent (cf. [Tronskij 1962: 37ff.;
Lur’e 1964; Garde 1968: 144—148]). These pitch accents contrasted

62 Apparently in a functional regard as well, Swedish and Norwegian accents
are closer to the Lithuanian opposition of “strong” and “weak” stress, rather than
to pitch accents (see § 245, fn. 51).

% Recall that the symbol “"” denotes broken accent,
abrupt or falling.

% He considered smooth and falling accent (most likely following Trager
[Trager 1941: 141]) a sequence of moras of differing quantity.

% On the realization of pitch accents in such a system and their paradigmatic
relations, see [Markus 1979: 120; 1982: 93-95; Sarkanis 1993]. Among other
things, these works show that the essential feature of broken tone in these dia-
lects is the abrupt change of the acoustic pattern, contrasting with the smooth,
continuous change of falling (level) pitch accent. On systems with rising accent
instead of broken, see [Ancitis 1977: 35-43].

@~ ER)

smooth, "
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3. Prosodic Units § 253,254

only in word-final position: genitive singular ayopdg ‘square’, fedg
‘goddess’ : accusative plural ayopdc ‘squares’, Oedg ‘goddesses’. In
other syllables (if we disregard extremely rare cases like oikor ‘at
home’ : oixor ‘houses’ [Schwyzer 1934: 376]), the opposition of
circumflex and acute was neutralized: before a long ending and in the
third syllable from the end only acute could appear; in a penultimate
long syllable before a short ending, only circumflex, cf. ipo “wild
animal-ACC.SG’, Modoa ‘Muse’ (see for example, [Kurylowicz 1958:
168-169; 1968a: 141]). The acute of a short syllable, like Lithuanian
grave, undoubtedly marked simple stress, rather than pitch accent
[Tronskij 1962: 41]. A word-final grave most likely denoted a certain
allotone of acute, or the disappearance or at least significant weak-
ening of stress (cf. § 228, fn. 15).

Superficially, this system seems quite similar to the Lithuanian
one, but in fact it is quite different, since the Greek pitch accents
contrast only word-finally, precisely where Lithuanian pitch accents
tend toward neutralization (see further [Kurylowicz 1960: 236ff. =
Kurilovi¢ 1962: 329ff.]).%

§ 253. As we see, many of the European languages and dialects with pitch
accent or tone are located around the Baltic Sea. In Jakobson’s view [Jakobson
1962a: 156-159ft.], they form the so-called Baltic basin linguistic area, or
polytonic Sprachbund, opposing the Eurasian Sprachbund, which is character-
ized by a timbre correlation and the absence of pitch accents (in other words,
monotonic stress). Lithuanian occupies an intermediate position in this regard,
since it has characteristics of both linguistic areas. This is a rather peculiar com-
bination of nearly incompatible features, since pitch accents are usually found
only in languages which lack a timbre correlation, and those languages which
have a timbre correlation lack pitch accents.

§ 254. The Prague School phonologists termed languages having
pitch accent associated with stress (in other words, several types of
stress) polytonic languages, and strictly distinguished them from so-
called monotonic languages, lacking pitch accents [Jakobson 1962:
122]. Polytonic languages include, for example, Lithuanian, Latvian,

% This great typological difference, of course, does not prove (as Kurylowicz
believed) that Greek and Lithuanian pitch accents must be of a totally different
origin (cf. [Ivanov 1954: 132]). Typological features of languages are not all that
constant; genetically related languages can belong to completely different typo-
logical groups.
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§ 254 IV. Suprasegmental Units

Serbo-Croatian, and Swedish, and monotonic, Russian, Polish, Czech,
English, and French.

So-called tone languages are often rather strictly distinguished
from polytonic languages, in which tones are associated with accen-
tuation (only the pitch accents, or tonemes, of stressed syllables
essentially contrast). In tone languages, the various prosodic features
are independent of stress (or weakly dependent on stress); they
function more or less like distinctive features of phonemes [Pike 1947:
1051f.; Fischer-Jorgensen 1962: 102; Allen 1973: 84 and references]
(on the drawbacks of this distinction, see [Hockett 1955: 129], on the
spread and typology of tone languages, see [Maddieson 1978]). Tones
are distinguished from phonemes and distinctive features more for the
sake of convenience; there may be no functional reason for this dis-
tinction.

The number of tones varies greatly. Yoruba, mentioned at the
beginning of the present work (§ 13), distinguishes three distinctive
tones in both stressed and unstressed syllables: high, low, and mid.
The Dungan, who speak a distinctive dialect of Chinese,’” also have
three tones, although they are used and pronounced differently, cf. ma
‘mother’ : ma ‘horse’ : ma ‘scold’ [Kalimov 1968: 478]. Standard
(“Mandarin”) Chinese has a similarly moderate system of four tones,
for example: bao [bau] ‘wrap’ : bdo [bau] ‘thin’ : bdo [bau] ‘defend’ :
bao [bau] ‘newspaper’ [Zadoenko, Chuan Su-in 1973: 633ff.] (cf. also
§ 28). Vietnamese distinguishes six tones; Burmese and some Chinese
dialects eight, etc. (cf. [Andreev, Gordina 1957]). Various tonal sys-
tems are quite widespread in African and Native American languages.

There is no impassable gulf between tone languages and poly-
tonic languages; their differences are more quantitative than qualita-
tive.®® Even the criterion of association with stress is not absolute,
since in polysyllabic Chinese words, for example, only the tones of a
single syllable usually contrast; in other syllables they converge, for
example: méi-mei ‘younger sister’, wo-men ‘we’, ndi-nai ‘grand-
mother’. This is quite similar to the neutralization of stress in

57 For the meanings of the diacritics, see §28, fn. 33.

% For this reason, tone languages and polytonic languages are sometimes
combined into a single typological class, and are all called either polytonic
[Zinder 1979: 257] or tone [Martinet 1970: 364, 378f.] languages.
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3. Prosodic Units § 255

unstressed syllables (cf. [Polivanov 1968: 140; Dragunov 1962: 37-38
and fn. 1; Martinet 1970: 381-385; Hyman 1975: 208]).

Also as purely acoustic phenomena, tones do not differ as
sharply from pitch accents as is sometimes imagined: most often they
too are elements of a mixed nature, realized by both musical and
dynamic and quantitative, and even qualitative (timbre), features. If
we were to assume that the nature of tones is only musical, it would be
incomprehensible why and how they are distinguished in whispered
speech (see, for example, [Abramson 1959; Segerbick 1966] and
§ 243, fn. 46 and references).

§) MORAS

§ 255. If we were to accept the view that pitch accents are
essentially rising and falling pitch or increasing and decreasing (cres-
cendo and decrescendo = diminuendo-type) vocal strength, we could
interpret pitch accent oppositions as contrasts in the place of stress.

In Lithuanian, the preconditions for such an interpretation would
be these: a) the phonemic basis for pitch accents includes not just long
vowels, but also diphthongal VR-type sequences; b) in certain cases,
metatony (pitch accent alternation) performs the same morphological
role as a change in stress placement, cf.: puodas ‘pot’ : puddzius
‘potter’ = kitbilas ‘barrel’ : kubilius ‘cooper’; ¢) according to Saussure’s
and Fortunatov’s law, stress advances onto endings and other mor-
phemes from both short and circumflex morphemes (see § 247 and
references). Sometimes broken tone (as in Latvian, Danish, and
Zemaitic) is indicated as a phonetic precondition for this interpreta-
tion, since it clearly breaks a syllable and its nucleus into two unequal
parts (see [Trubetzkoy 1977: 180, 186 = Trubeckoj 1960: 223, 233ff.;
Saumjan 1962: 60]).

If a syllable has a coda sonorant forming a diphthong, pitch
accents can be converted to stress contrasts quite easily. We just need
to agree that acute accent is stress on the first component of a
diphthong and circumflex accent is stress on the second component,
that is, to assume that VR = VR and VR = VR, and correspondingly
change the phonological interpretation of words with sounds of this
type. We could then interpret and transcribe minimal pairs such as
kdltas “chisel’ : kaltas “guilty’, skirtas ‘separated; devoted’ : skiftas
‘difference’, Sdukite ‘shoot-2PL.IMP’ : Saiikite ‘shout-2PL.IMP° as
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§ 255 IV. Suprasegmental Units

follows: /kaltas/ : /kaltas/, /Skirtas/ : /Skirtas/, /Savkite/ : /Ssavkite/ (or
/$aukite/ : /3aukite/), etc. As can be seen, this is quite consistent with
the pitch accent properties of many Aukstaitic dialects, since they in
fact clearly emphasize either the first or second component of a
diphthong.

If we wish to generalize this interpretation so that it also applies
to syllables with a long-vowel nucleus, we would have to break down
these vowels, or at least their quantitative features, and treat them as
sequences of smaller units: moras (from Lat. mora ‘delay, interval’),
that is, as though they were diphthongs formed from two identical
vowels, or simply conventional units, equivalent in structural duration
to a single short syllable or half of a long one. We would then obtain
these interpretations: dygti ‘sprout-INF’ : dpkti ‘become spoiled (of
children)-INF* = /diikti/ : /diikti/, riigsta ‘turn sour-3PRS’ : ritksta
‘smoke-3PRS’ = /ruuksta/ : /ruuksta/, vokti ‘gather in-INF’ : vogti
‘steal-INF’ = /vookti/ : /vookti/, etc. (see [Trager 1941: 139; Trubetzkoy
1977: 180 = Trubeckoj 1960: 223;” Martine 1963: 437-438; Garde
1968: 14-15 et passim], for a generative interpretation [Heeschen
1968: 195ff.; Kenstowicz 1969: 84ff.; 1972: 53ff.]). The above-
mentioned metatony puodas : puddZius would appear as /puodas/ :
/pud3us/ and would no longer differ from the stress alternation in
examples of the type kubilas ‘barrel’ : kubilius ‘cooper’, katilas
‘cauldron’ : katilius ‘boiler-maker’. Saussure’s and Fortunatov’s law
could now be formulated as stress advancement from the mora
preceding certain endings and other morphemes, cf. /Vista/ “vistg”
‘chicken-ACC.SG’ : /Vistas/ “vistas” ‘chicken-ACC.PL’ = /ranka/ “raiikqg”
‘hand-ACC.SG’ : /rankas/ “rankas” ‘hands-ACC.SG’.

Moras can also greatly simplify the description of certain vari-
ations in vocalism in Lithuanian dialects. For example, Baranauskas
[Baranovskij 1898: 20-25] proposed a very logical mora-counting
interpretation for East Aukstaitic Anyksciai and Utena vowel systems.
He treated long vowels as sequences of three moras (“moments”),

% Trubetzkoy placed Lithuanian among the so-called mora-counting lan-
guages (morazdhlende Sprachen [Trubetzkoy 1977: 174]; languages for which
a mora-counting interpretation is not suitable are syllable-counting: si/ben-
zdhlende Sprachen [ibid.]). In Stepanov’s view, Lithuanian is simultaneously
mora-counting and syllable-counting [Stepanov 1972: 175].
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3. Prosodic Units § 256

half-long vowels two moras, and short vowels single-mora elements.”
The alternation of stressed [i‘], [u‘], [ie], [uo] — unstressed [i.], [u.],
[a.] ([e.]), characteristic of these dialects, can then be considered a
simple dropping of one mora (the first): /iii/ — /ii/, /uuw/ — /uu/,
/iaa/ — /aa/, luaa/ — /aa/, cf. gi-vas /giiivas/ “gyvas” ‘alive-NOM.SG.M’ :
gi.vi. /giivay/ “gyvip” ‘alive-GEN.PL’, puiodas /puaadas/ “piiodas” ‘pot’ :
pa.dii.kas /paadutikas/ “puodiikas” ‘pot (dim.), cup’ (for a present-day
treatment, see [Kosiené 1978: 30-31]; cf. [Jasitinaité, Girdenis 1996
(= Girdenis 2001: 257ft.)]).

§ 256. While it may look elegant, a mora-counting interpretation
of pitch accent is not very suitable for Lithuanian. Lithuanian pitch
accents are not entirely “obedient” to accentuation: as we have seen
(§ 246), they function as a supplementary characteristic of certain
morphemes (rather than entire words or word forms) and are not much
associated with stress. Secondly, as experimental studies show, the
Lithuanian acute is not purely falling, and the circumflex is not purely
rising; nor can they be unambiguously characterized by features of
increasing (crescendo) or decreasing (decrescendo) vocal strength.
For example, as Pakerys has shown [1967b; 1968; 1974b; 1982: 180—
185], the pitch accents of diphthongs differ more in the quality of the
first component of the diphthong than in a prosodic contrast between
the first and second components. And if both pitch accents differ at
the very beginning of a syllable, it is rather difficult to speak of a first
and second mora.”' Third, this interpretation conflicts with the fact
that the vowels /o- ¢/ lack short counterparts of which they could be
considered sequences; this would make moras a purely theoretical
construct, lacking a firm empirical basis (but cf. Alfonsas Tekorius’s
valid remarks [1984: 181], which are especially weighty in the context
of so-called autosegmental phonology).

70 Baranauskas ascribed the three-mora structure to Lithuanian in general (this
view was adopted by some Indo-Europeanists, for example, [Brugmann,
Delbriick 1897: 986-988]). Overall, this view is not quite correct, but it is far
more valid than is generally assumed, since non-final stressed [a e] lengthen
only to half-longs (in other words, they remain shorter than long vowels) in
perhaps all dialects (cf. § 174, fn. 117).

"' The results of reverse listening tests should not be forgotten here (see
§ 243, fn. 46); they also go against a mora-counting interpretation of Lithuanian
pitch accents.
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In general, there is a tendency at present to assume that a mora-
counting interpretation is more or less appropriate only for Serbo-
Croatian Cakavian dialects and for Classical Greek [Garde 1968: 166
et passim] (cf. [Martine 1963: 437-438]).”” The stubborn desire to
interpret the pitch accents of all languages as a contrast solely of
moras has perhaps done the greatest harm to Kurylowicz’s theory of
Baltic accentual development (see, for example, [Ivanov 1954: 135]
on the artificiality of this theory).

4. SUMMARY REMARKS

§ 257. Having completed this survey of suprasegmental and in
particular prosodic phonological units, we can state these more
important conclusions.

1. General.

a) Those simultaneous phonological phenomena which differen-
tiate linear units or sequences larger than a single phoneme should be
considered suprasegmental units.

b) Prosodic units—intonations, accentuation, and pitch accent or
tone—form the main subclass of suprasegmental units. The essence of
their phonetic realization is most often modulations of pitch, vocal
strength, and articulatory duration and rate of speech.

c) We can interpret as suprasegmental units not just “true” pro-
sodic features, but also various other phenomena performing a
distinctive function (for example consonantal softness, voicing, etc.),
if they differentiate speech fragments larger than a single phoneme.

d) In singling out non-prosodic suprasegmental units, the cri-
terion of grammatical expediency is particularly relevant. If such ele-
ments prevent a simple and consistent description and explanation of
grammatical phenomena, the phonetic features in question are better
assigned to individual phonemes and considered distinctive features.

2. Stress.

a) Stress, or more precisely, accentuation, is the syntagmatic
contrast between more and less salient pronunciations of the syllables
of a single word (or other unit of content).

72 Elsewhere, Martinet [1970: 343-344] was correct in saying that the mora is
only a convenient tool for describing language, rather than an ontological unit of
language.
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b) The most important and universal function of stress is culmi-
native: stress shows, first and foremost, how many units of content
there are in a text (or act of speech) and distinguishes words (or other
units of content) from word collocations (or sequences of other units
of content).

c) Fixed stressed, determined by simple phonological rules, also
performs a delimitative function: it indicates the boundaries of words
or other units of content.

d) Free stress occurs less often; alongside a culminative func-
tion, it also performs a distinctive function: like phonemes and dis-
tinctive features, it distinguishes words and word forms.

e) Any primary or secondary stress should be considered pho-
nological as long as it has an independent representative function (it
does not need to be distinctive). Secondary stress is non-phonological
only if its position automatically depends on primary stress or other
purely phonological or phonetic factors.

3. Pitch accents, or tones.

a) Pitch accents, or tones, are formed by prosodic syllable fea-
tures, which have an independent distinctive function: they differenti-
ate words and word forms which otherwise have identical expression.

b) Lithuanian (and quite a few other languages) has two pitch
accents, acute and circumflex; the pitch accents contrast in stressed
long syllables (that is, in syllables in which the nucleus is formed by
long vowels or VR-type sequences). In Europe, only standard Serbo-
Croatian and its Stokavian dialect have short-syllable pitch accents. In
Lithuanian, short syllables have no pitch accent.

c) Languages which have pitch accents or tones realized only in
stressed syllables are called polytonic languages. Languages charac-
terized by only one type of stress (that is, those which lack pitch
accents) are called monotonic languages. Distinct from these are tone
languages, which have complex tone systems not associated with cul-
minative stress.

d) The pitch accents or tones of some languages can be inter-
preted as a contrast of moras—different parts of the syllable. Stress on
the first mora of a syllable would correspond to pitch accents of the
falling type, and stress on the second mora to pitch accents of the
rising type. But there are not many languages for which the concept of
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mora is fully necessary and appropriate; Lithuanian hardly belongs to
these.

§ 258. A final remark. In studying and investigating the prosodic
aspect of a language, the most important thing to keep in mind is that
we establish and interpret stress, pitch accent, intonation, and other
prosodic phenomena on the basis of their function and interrelations,
and not their phonetic properties. Instrumentally established prosodic
properties can be declared facts of a given language only if the
speakers of that language perceive and actively employ them for
communication, and if they indisputably perform a representative
function. That which language informants do not perceive or distin-
guish can in general only be a physical phenomenon, and not a fact of
a linguistic system.

It is also worth noting that prosodic phonological units can be
expressed not only by prosodic, but also qualitative (spectral or
inherent) features. Whenever phonetic properties and the functions of
these phenomena are at odds with one another, the researcher should
be especially consistent in following functional criteria. This is a gen-
eral axiom of phonology, but here it should be especially emphasized
and kept in mind, since prosodic phenomena are far more fluid, subtle,
and abstract than syllables, phonemes, or their distinctive features;
moreover, the Lithuanian writing system does not promote an intuitive
understanding of these phenomena (cf. [Jensen 1961: 165]).
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APPENDICES

Appendix 1. Random numbers (see § 46)

7336 8398 8979 7332 2780 7532 7152 168 9968 5623
7653 8046 2594 5750 8950 7151 6696 7965 2431 5265
4615 3428 2311 5005 7978 3661 4498 8243 3487 7574
1764 9149 3626 5679 1917 4482 2536 7376 2117 6315
966 6168 8992 9432 3735 1883 5499 1790 2531 3379
4442 4455 3592 442 6738 3436 3190 9541 3194 478

569 4343 5031 5058 9343 6471 896 7925 7743 5134
3137 7510 4152 8138 9852 2478 9946 561 7482 1944
8744 3525 9139 9454 951 2377 5636 2384 156 5014
2039 2895 124 8655 8593 8621 4689 5992 4672 2539

3465 2563 6448 2191 4963 5036 9467 7766 6469 9443
9226 4774 3814 653 221 363 1109 7221 3225 9024
8137 5264 3465 9956 2688 6425 8768 8020 5570 9534
5062 1704 611 4811 2191 6860 7168 4077 2524 6653
5619 8324 4286 7918 6233 7362 9634 9196 6309 7761
1846 7686 5811 3318 3680 3358 8806 3697 6266 8978
3500 5503 8060 7346 5660 6066 2215 6429 6521 891
4709 9473 2715 5615 8356 2873 4905 5651 7118 3903
619 8057 7695 9475 7377 2958 6301 7184 3300 9163
3766 124 1954 387 8405 4120 3497 3299 2610 5986

4837 1421 9820 5628 3792 1719 8158 751 4523 1722
7510 8801 2085 3806 9804 5695 9228 1418 2282 4999
2067 8132 6001 3575 4205 6590 8615 3981 1623 8291
7464 6839 1417 4023 8843 6502 2066 62 6089 729
6543 7016 5192 156 6963 5931 2395 3285 3612 7109
4078 37 1107 1910 9898 2432 7264 4681 4046 4032
2342 8611 7455 147 2855 2024 8707 2873 2355 9104
3876 7218 9488 8051 4458 9295 6572 2491 7123 4142
6160 6852 8918 1378 9760 7128 3082 9244 9092 8326
7857 5034 7658 5987 1393 2001 695 5089 9400 2222
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8805
3139
6129
1346
4618
3099
5591
3841
9466
6223

2290
2255
3507
6699
4987
1723
1294
2795
1214
5834

525
5611
6022
5389

791
7830

731
7140
2329
2468

1682
2552
4770
1621
8983
6542
5890
5218
5265
6236

4693
2443
5006
5030
9711
2354

133
8980
1536
9104

3556

99
6879
2323
6175
5172
9271
9389
2585
5614

2805
9189
4820
1218
5894
5863
6105
3906
5016
2552

4608
1481
8463
5154
7189
1371

100
6069
3147
4385

5952
7316
2192
7571
2826
8754
8065
4464
2546
5674

4039
70
3413
2631
5844
7470
3278
918
8139
5859

8293
7317
3258
9293
1662
2849
9958
5444
2387
1522

2178
4344
4023
9081
7777
7142
3425
1764
7291
4848

4933
6442
2616
2672

641
6971
5838
6627
3010
8053

8803
8782
1825
5710
9005
9583
8221
5748
7157
1135

8429
7508

945

953
7527
7618
8777
5713
3194
3741

3538
5001
9452
8322
6329
5063

425
2345

229
2555

6136
6513
97
3669
3701
5313
4077
5327
682
6463

3692
4362
3660
2835
2406

377
5171
7947
4013
7991

2458
4713
1393
5597
6221
4187
5255
4104
9369
4323

2893
5693
5765
8715
6929
2562
8981
5354
4070
5681

3828
2894
2288
3382
6057

565

894
5569
6835
4163

2994
4691
8614
2254

381
9131
5970
1472
3856
2214

9362

269
6972
5952
8876
2661
9785
4804
7977
1982

2608
9416
7260
4631
9754

380
8197
3825
3293
1973

4640
2152
4135
6337
6236
1215
2218
5090
6778
8581

3635

834
2354
6983
6438
6859
2665
4956
1667
1633

9775
5585
2099
7547
6865
5258
1002
9670
6976
2411

879
4495
1762
6282
2222
8691

241
5660
2265
7856

2180
9638
1372
5561
3398
3322
8779
2971
8998
8861

9743
1015

401
2742
9796
4508
8188
4048
5508
2738

5853
8209
8230
3216
3547

753
7853
5424
1833
1057

6549
4570
5433
6093
2528
5332
6980
4184
3783
5610

9727
5005
2206
5514
5465

4936
3447
9412
4149

1319
9659
8239
3916
5691
5643
1140
7997
9285
9471

8575
6037
8980
4550
1024
7389
6047
8365
7737
9862

4902
1238
5486
8473
1855
5069
7308
4196
3861
2093

1303
9600
4444
2112
3644

434
1631
4307
2301
4702

9897
6120
4443
5149
3417
5265
9684
7895
5679
9710

3829
6191
3240
1426
2622
4167
9472

137
5501

581

8315
7072
9344
2569
8023
8715
2221
9397
4918

552

316
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359
9769
4425
9719
8491
7119

382
4780
4996
3191

5824
7666
7727
6743

957
1833
6432
8114
2259
6690

1505
7976
1225
6356
2732
6080
3122
8408
8046

13

5735
2627
2272
3940
8118
9752
5882
7363
9347

231

3100
7953
7974
8463
3709
7464
7103
2420
4987
9014

9658
9702

559
8520
2206
2135
8369
7153
2503
3671

4425
5085
3248
4143
6554
5247
5832
3012
8148
7069

4085
3119
1915

239
8031
4433
3629
8444
7634
7802

9499
5043
2685
7085
1954
2380
6095
841
44
3974

8586
9215
1328
5514
8898

172

417
6926
2198
5287

7718
1125
8824
8502
8194
2764
3048
4870

107
6984

1809
9307
3766
8164
3477
5343

287
8674
6598
3872

4081
9077
4037
8293
5987
7820
6025
1005
3061
7663

7689
1076
7312
1228
7497
4303
9602
8423
4639
5644

3390

193
2778
2966
8479
2265
3798

796
4775
8903

1560
4070
6027
6655
5643
1887
3584
8106
5102
1256

1046
5375
3855
3538
1194
1808
7403

891
4619
8326

6168
7517
1220
7998

683
6964
4354
2038
9315
5299

9584
8552
7012
9856
3431
1294
4055
7993
2124
8408

4806
5834

345
1188
6459
7024
9988
2817
7792
1478

6891
3347
6797
5920
7822
1296
9092
5134
7600
3836

8010
7469
8714
8950
4135
9472
3282

187
4555

132

6800

411
6612
4625
1893
5552
1653
8074
2066
8359

8776
9290
5452
2145
8587
4527
8563
4541
6944
1229

7546
7635
3725
5258
3671
6347
3561

597
2224
1737

1719
8742
9176
8296
9882
8496
1614
3818

225
1330

6482
8146
4155

145
9344
1925
1075
8017
3125
5348

7120
6947
6861
6912
3916
6614
4453
2164
7328
3121

768
8748
1845

280
6498
2052
5526
4937
3035
8958

4678
9651
2151

682
3934
2714
2281
8529
6464
4390

2267
7659
7723

667
5114

827
9203
7004
1736
2134

2178
2085
4707

780
1457
1563
2011
4814
9138
1818

1263
2712
7272
3624
9178
3159
6580
8810
5402
6881

3175
3382
5552
6181
4090
8400
5265
3067

753
9009

8947
8006
7737
3185
8525
8670
1508

484
2194
8690

9178

797
3168
6403
7254
3096
8433
3603

385
4185

7142
6212
7139

823
5810
71787
8389
4274
2371
2274

1691
5903
7158
4955
3131
4711

449
1991
5612
7456

6211
4171
2606
2399
5856

663
1899
3051
1982
2766

9342
1933
2134
7654
2608
4314
2544
2134
4929
1973
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4495
8532
8184
6339
5700
8473
6253
9054
7747
5293

303
2864
8560
3325

549
3907
5967
4977
1659
5483

7114
1713
7797
9651
9127
6276
8907

&3
1030
6168

8257
6166
6904
8373
1223
8352

308
5337
5333
4759

7647
4518
9497
1412
1130

197
1679
8906
1776
7006

4222

530
8350
1053
4643
7592
1160
5461
8350
1174

3807
7440
3519
7322
1198
1612
2228
8497
3806
9573

7842
1266
8170
5724
8642

250
3660
9330
7713
8318

1379
2311
4758
7890
5302
5997

329
6342
9921
2231

1166
1414
1320
5393

217

7215
5058
3021
5930

1679
4786
3057
4380
1123
2163
8347
7541
1519

&9

9307
1532
6874
9315
7847
4560
8966
2235
7724
6340

2728
9836
2783
2697

849
4939
5842

987
6580

814

324
8636
4523
6240

858
2501
5629
5655
5553
9885

3030
2790
9950
5293
4096

554
7208
3444
8765
7161

4560
8523
4111
8522
5998
9694
5159
6868
1226
2854

9732
5072
8080
2559
6675
6326
1183
7417
2941
1254

9612
7789
6174
7781
9053

486
1208
3099

994
7233

2602
2771

891
4393
8434
1083
7578
3949
5338
2643

3935
5723
4791
5235
8798

860

657
3918

128
6548

4502
9365
6681
4107
6829

802
5727
8352

973
9487

6259
1537
9664
8876
2506
1078
5321
5867
2541

904

2423
3497
3790
2272
6154
9887
4785

841
7277
3440

3180
9991
3271
4280
2
393
5713
1954
160
5829

1028
1187
4561
9126
3370
6636
6771
5901
2154
6770

3385

671
2191
9546
7850
7627
5493
8840
8331
7682

4120
6359
1183
6006
4285
4808
5689

819
1703
2306

24
3426
8196
8045
8491
9511
9538
9206
9991
1670

9415
2512
3381

894
8047

834
5470
4100
7933
2052

4004
5139
5613
7339

245
2100
7280
1357
2556
4162

228
6521
5961
8974

546
3502
7974
6296
7063
7988

666
7871
1547
3691
8982
3567
5141
1603
5318
3754

3964

483
4011
2665

188
9678
1317
6243
2169

570

1563
2119
7358
4527
6151
4033

493
8692
1445
8710

9264
3206
62
3704
1223
9685
3408
6500
1952
951

5469
4871
4475
2000
7848
8474
9924
2238
6057
1703

5358
8770
2453
8467
3017
4211

631
6775
1103
9653

9425
7052
6050
6340
9043
4045
3682
9445
6054
4814

2222
6398
9523
5172
1551
1448
3397
2386
8711
6488

5132
4117
9669
8123

581
3621
7322

995
5122
1189
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Appendix 2. Values of the function ¢ = 2 arcsin \p (see § 47)'

p
(%)

Decimals

4

5

50

51
52
53
54
55
56
57
58
59
60

61
62
63
64
65
66
67
68
69
70

71
72
73
74
75
76
77
78
79
80

81

1.571

1.591
1.611
1.631
1.651
1.671
1.691
1.711
1.731
1.752
1.772

1.793
1.813
1.834
1.855
1.875
1.897
1.918
1.939
1.961
1.982

2.004
2.026
2.049
2.071
2.094
2.118
2.141
2.165
2.190
2.214

2.240

1.573

1.593
1.613
1.633
1.653
1.673
1.693
1.713
1.734
1.754
1.772

1.795
1.815
1.836
1.857
1.878
1.899
1.920
1.941
1.963
1.984

2.006
2.029
2.051
2.074
2.097
2.120
2.144
2.168
2.192
2.217

2.242

1.575

1.595
1.615
1.635
1.655
1.675
1.695
1.715
1.736
1.756
1.772

1.797
1.817
1.838
1.859
1.880
1.901
1.922
1.943
1.965
1.987

2.009
2.031
2.053
2.076
2.099
2.122
2.146
2.170
2.194
2.219

2.245

1.577

1.597
1.617
1.637
1.657
1.677
1.697
1.717
1.738
1.758
1.772

1.799
1.819
1.840
1.861
1.882
1.903
1.924
1.946
1.967
1.989

2.011
2.033
2.056
2.078
2.101
2.125
2.148
2.172
2.197
2.222

2.247

1.579

1.599
1.619
1.639
1.659
1.679
1.699
1.719
1.740
1.760
1.780

1.801
1.821
1.842
1.863
1.884
1.905
1.926
1.948
1.969
1.991

2.013
2.035
2.058
2.081
2.104
2.127
2.151
2.175
2.199
2.224

2.250

1.581

1.601
1.621
1.641
1.661
1.681
1.701
1.721
1.742
1.762
1.780

1.803
1.823
1.844
1.865
1.886
1.907
1.928
1.950
1.971
1.993

2.015
2.038
2.060
2.083
2.106
2.129
2.153
2.177
2.202
2.227

2.252

" Abridged from [Urbach 1975: 285-287].

1.583

1.603
1.623
1.643
1.663
1.683
1.703
1.723
1.744
1.764
1.780

1.805
1.826
1.846
1.867
1.888
1.909
1.930
1.952
1.974
1.995

2.018
2.040
2.062
2.085
2.108
2.132
2.156
2.180
2.204
2.229

2.255

1.585

1.605
1.625
1.645
1.665
1.685
1.705
1.725
1.746
1.766
1.780

1.807
1.828
1.848
1.869
1.890
1.911
1.933
1.954
1.976
1.998

2.020
2.042
2.065
2.087
2.111
2.134
2.158
2.182
2.207
2.231

2.258

1.587

1.607
1.627
1.647
1.667
1.687
1.707
1.727
1.748
1.768
1.780

1.809
1.830
1.850
1.871
1.892
1.913
1.935
1.956
1.976
1.991

2.022
2.044
2.067
2.090
2.113
2.136
2.160
2.185
2.209
2.234

2.260

1.589

1.609
1.629
1.649
1.669
1.689
1.709
1.729
1.750
1.770
1.791

1.811
1.832
1.853
1.873
1.894
1.916
1.937
1.958
1.980
2.002

2.024
2.047
2.069
2.092
2.115
2.139
2.163
2.187
2.212
2.237

2.263
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82

83
84
85
86
87
88
89
90

91
92
93
94
95
96
97
98
99

100

2.265

2.292
2.319
2.346
2.375
2.404
2.434
2.465
2.498

2.532
2.568
2.606
2.647
2.691
2.739
2.793
2.858
2.941

3.142

2.268

2.294
2.321
2.349
2.377
2.407
2.437
2.469
2.501

2.536
2.572
2.610
2.651
2.695
2.744
2.799
2.865
2.952

2.271

2.297
2.324
2.352
2.380
2.410
2.440
2.472
2.505

2.539
2.575
2.614
2.655
2.700
2.749
2.805
2.872
2.963

2.273

2.300
2.327
2.355
2.383
2.413
2.443
2475
2.508

2.543
2.579
2.618
2.659
2.705
2.754
2.811
2.880
2.974

2.276

2.302
2.330
2.357
2.386
2416
2.447
2.478
2.512

2.546
2.583
2.622
2.664
2.705
2.760
2.818
2.888
2.987

2.278

2.305
2.332
2.360
2.389
2.419
2.450
2.482
2.515

2.550
2.587
2.626
2.668
2.714
2.765
2.824
2.896
3.000

2.281

2.308
2.335
2.363
2.392
2422
2.453
2.485
2.518

2.554
2.591
2.630
2.673
2.719
2.771
2.830
2.904
3.015

2.284

2.310
2.338
2.366
2.395
2.425
2.456
2.488
2.522

2.557
2.594
2.634
2.677
2.724
2.776
2.837
2913
3.032

2.286

2313
2.341
2.369
2.398
2.428
2.459
2.491
2.525

2.561
2.598
2.638
2.681
2.729
2.782
2.844
2.922
3.052

2.289

2316
2.343
2.272
2.401
2.431
2.462
2.495
2.529

2.564
2.602
2.642
2.686
2.734
2.788
2.851
2.931
3.078
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Appendix 4. Phoneme frequencies for standard Lithuanian

No. |Phoneme Absolute % No. |Phoneme Absolute %
frequency frequency
1 /a/ 10,455 10.46 | 29 fe+/ 1,244 1.24
2 fi/ 7,175 7.18 30 fie/ 1,212 1.21
3 /s/ 5,883 5.88 31 i/ 1,208 1.21
4 Jo/ 5,010 5.01 32 /p/ 1,175 1.18
5 /il 4,811 4.81 33 | <d> 1,059 1.06
6 le/ 4,542 4.54 34 /8 989 0.99
7 /k/ 4,066 4.07 35 /5/ 911 0.91
8 u/ 3,713 3.71 36 /b/ 837 0.84
9 H/ 2,850 2.85 37 /% 742 0.74
10 I/ 2,777 2.78 38 /g/ 734 0.73
11 It/ 2,763 2.76 39 /b/ 663 0.66
12 le+/ 2,613 2.61 40 | /uo/ 614 0.61
13 1t/ 2,583 2.58 41 &/ 527 0.53
14 /n/ 2,513 2.51 42 /2] 472 0.47
15 <t 2,494 2.49 43 /3/ 199 0.20
16 /a/ 2,395 2.40 44 /e/ 145 0.15
17 /3/ 2,242 2.24 45 | <> 124 0.12
18 i 2,155 2.16 46 /z/ 122 0.12
19 Ip/ 2,003 2.00 47 /z/ 92 0.09
20 fir/ 1,939 1.94 48 fc/ 21 0.02
21 /m/ 1,689 1.69 49 | <f> 18 0.02
22 Ja-/ 1,621 1.62 50 /3/ 11 0.01
23 /d/ 1,549 1.55 51 &/ 8 0.01
24 R/ 1,520 1.52 52 <> 8 0.01
25 hue/ 1,472 1.47 53 | <h> 3 0.00
26 /k/ 1,355 1.36 54 | <x> 2 0.00
27 il 1,355 1.36 55 | <x> 1 0.00
28 /g/ 1,317 1.32 56 | <h> 0 0.00

n=100,001 phonemes; see [Karosiené, Girdenis 1993 (= Girdenis 2001: 64ft.)].
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Appendix 5. Frequency of syllable type for standard Lithuanian

Syllable | Syllable | Re1Ve | gojibie | syllable | Relative
type count frequency type count frequency
(%) (%)
cv 2813 5466 |V'C 60 0.144
cve 7,346 17.60 | ccvre 59 0.141
cv* 2,682 643 | covee 46 0.110
ccy 2,661 638 |ccev 34 0.081
VC 2,026 486 |cceve 28 0.067
Vv 1.434 344 | ccov® 20 0.048
ceve 780 187 |cvrce 6 0.014
CV'C 573 137 |cveee 4 0.010
cev” 494 118 |ccevee 2 0.005
cvCC 405 097 |ccvice 2 0.005
VCC 138 033 | ceveec 1 0.002
v 120 0.29

n = 41,734 syllables. V — vowel, C — consonant, V" — regular diphthongs; open syl-
lables denoted in bold; see [Karosiené, Girdenis 1994 (= Girdenis 2001: 116ff.)].

Appendix 6. Frequency of prosodic syllable type for standard Lithuanian

Unstressed syllables Stressed syllables
Lon Long
Short £ Short Acute (') Circumflex (%)
Vowels | Diphthongs Vowels | Diphthongs | Vowels |Diphthongs
4] N (VR) (8] N (VR) N (VR)
2,853 1,518 3,628 2,473
13,261 (23’214;4:/) (l‘i’ﬂﬁ/) 3,977 (6.84%) | (3.64%) |(8.69%) | (5.93%)
(31.78%) e 27 (9.52%) 4,371 (10.48%) 6,101 (14.62%)
14,020 (33.60%) 10,472 (25.10%)

27,281 (65.38%)

14,449 (34.62%)

n = 41,730 syllables; cf. [Karosiené, Girdenis 1990 (= Girdenis 2001: 19ff.)].

Ratios for major syllable types:

short : long

short stressed : long stressed
short unstressed : long unstressed

long:

vowels : diphthongs

stressed vowel : stressed diphthong
unstressed vowel : unstressed diphthong

324

17,238
3,977
13,261

15,725 :
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TEOPETUYECKUE OCHOBBI
JIMTOBCKOU ®OHOJIOI'U

Pe3zrome

B kHure wnsnaraercsi CHHTE3UPYIOIIAas MOJAEIb TEOPETUYECKOUN
(hoHONOrHH, CIOKUBIIASICS KaK Pe3yJbTaT MHOTOJIETHUX Pa3MbIIILIe-
HUN HaJ 3BYKOBBIM CTPOEM JIMTOBCKOTO $SI3bIKA W €ro JUAJIEKTOB.
KocTtsaxom 3Tol Teopun SBISIFOTCSA BO33peHMs] KONMEHrareHCKoW KO-
JIbl U CBSI3aHHOI'O C HEH BhIAroLIerocs noyibckoro sizbikosena E. Ky-
pwiosnva (Kurylowicz), B 0cOOEHHOCTH TPUHIUIIHAILHOE IOJIOXKE-
HUE JIJaHHOI'O HAalpaBieHMs JUHIBUCTUYECKOH MBICIH O METOJAUYe-
CKOM IPHUOPUTETE CHHTAarMATUYECKUX OTHOLIEHUM W SIBICHUN HEH-
Tpaju3alluy HaJ MaTepUaJbHBIMM CBOMCTBAMHU €JUHMIL IUIAHA BbIpa-
kKeHus. Ha 3ToM ocHOBaHMM CTpOMTCS cucTeMa Kiaccudukauuu ¢o-
HEM W MPOCOJIEM, OIPEEISIIOTCS UX pa3iinduTeNbHble nmpu3Hakd. He
WUTHOPHUPYIOTCS U AOCTHXKEHUSI APYTUX HaIpaBICHUH COBPEMEHHOMN
JUHTBUCTUKY, HE NPOTHBOpedalue ayxy (pa3dymeercsi, He OyKkBe)
«KOIIEHTareHCKOI» KOHIEeNLUHU, — Tpesxae Bcero [Ipakckoro TuHrau-
CTHYECKOTO KpPYKKa M CBS3aHHOH C HUM JUXOTOMHYECKOW (POHOIIO-
U, JECKPUIITUBHON JIMHTBUCTUKH, MoCKOBCKOU wmikoiybl. He mnpu-
HUMAaeTCsl BO BHUMaHUe JIMIIb TaK Ha3bIBaeMas Moposkaaromnias (reHe-
paTtuBHasi) GOHOIOTHS, TOCKOJILKY OHA MpeJICTaBisgeT co0oil He HoHO-
JIOTHIO sensu stricto, a 0CJI0KHEHHOE OTBETBJIEHUE MOP(POHOIOTUU —
HAyKH, TOYTH IIETUKOM OTHOCSAIIeHCS K MOpdooruu.

1. BBEJAEHUE
1.1. UICXOIHBIE ITOHATHA

B JaHHOM pasaciic onpeAcCIArOTCsA OCHOBHBLIC MCXOOHBIC ITOHA-
THUA COBpCMeHHOfI (byHKHHOHaJILHOﬁ JIMHI'BUCTHUKU: A3BIK U PCYb,
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TeopeTuyeckre OCHOBBI IMTOBCKOH (pOHOIOrHH

BBIpaXEHUE M COJEP)KAHUE, CUHXPOHUS M IHUAXPOHMsI, CUHTONMS U
nuaronus. [lokaspiBaercs, 4To HapsiLy C MOHATHAMU s3bIKa (CTPYKTY-
pBl) ¥ peUH 11e7ec000pa3HO BBIICIUTH MOHATHE HOPMBI; CHHXPOHUS U
JIMaXpOHUsl TOHUMAIOTCS HE KaK COCTOSHHSA CaMoro si3blka, a Kak
METOANYECKH 1L1e1ecO00pa3Hble acleKThl U MEPCHEKTUBBI HCCIEI0Ba-
HUSI.

1.2. COOTHOIEHUE ®OHETUKHN 1 ®OHOJIOI' M

BonbIIMHCTBO COBpEMEHHBIX TMHTBUCTOB, HaunHas ¢ JI. B. lep-
ob1 (B orinume ot H. C. TpyGerkoro u ero nocienoBareseil), CHuTaeT
9TH JUCLMIIMHBI OTBETBICHUAMU OJHOW HayKH — (OHETHKH (B IIU-
POKOM CMBICTE). DTO — E€AMHCTBEHHO IpaBWJIbHAS TOYKA 3PEHMUS,
MOCKOJIbKY (hOHOJIOTHS HeMbICUMa 0e3 (OHETHKH, a (oHeTHKa (HaxKe
TpagunuoHHas ) — 0e3 (GoHOIOTHH (XOTs ObI HHTYUTHBHOM).

1.3. ®YHKIMHN 3BYKOB 1 UX [TPU3HAKOB

OOBIYHO pa3NMYalOT TPU OCHOBHBIE (DYHKIIMH 3BYKOB M UX IPHU-
3HAKOB: PEMPE3EHTATHBHYIO, KCIPECCUBHYIO U ameyuisiTuBHYy0. [lo-
CKOJIBKY JUTSI KCIIPECCUBHBIX W aleJUIATUBHBIX IIeJel, KaK MPaBHIIo,
UCIIONIB3YIOTCSl OJHH U T€ K€ CPENCTBA, MPEACTABISIETCS LIEIeco00-
Pa3HBIM pa3In4aTh TOJBKO JIBE OCHOBHBIC (DYHKIIMH: PETIPE3CHTATHB-
HYIO U HEpEeNpe3eHTaTUBHYIO (3KCIIPECCUBHYIO B IMIMPOKOM CMBICTE).
OKCIIPEeCCUBHbBIE CpPEICTBA SA3bIKa (POHOJIOra MHTEPECYIOT JIMIIb Kak
ABJICHUs, OJM3Kue K hoHOIOrnYeckuM 1o Gopme, HO He SIBJIAIOLIMECS
TaKOBBIMM I10 POJIU, BHIIIOTHAEMOH B SI3BIKE.

1.4. PASBHOBMJJHOCTHN ®OHOJIOTMYECKUX EJINMHUIL

1.4.1. Camas kpynHasi €JUHHLA BbIPAXXKEHUs — 3TO BBICKa3bIBa-
HHE: 3ByKOBOW OTPE30K MEXIy JBYMs MOMEHTaMHU MoyaHus. Beicka-
3bIBaHUE peanusyeTcs (pOoHOIOrndeckuMu npeioxkenusamu (1), npea-
JokeHue — (DOHOJOTHYECKUMH ciioBaMU (2) u ¢pa3oBOil MHTOHAIIN-
et (3), cmoBo — cioramu (4) U ONpeACIEHHON MOJCIBIO aKICHTya-
uuu (5), cmor — doHemamu (6) U (B HEKOTOPBIX A3BIKAX) TOHOM HITH
cioroBoit uHToHanwuew (7); hoHeMy (C U3BECTHOW OTOBOPKON) MOXKHO
MPEJCTaBUTh KaK MydoK MudQepeHnnanbHpix mpu3HakoB (8). Omau
u3 »Tux enuHul (1-3) Bcerna sBIAOTCA 3HAaKaMmu, apyrue (4-8) —
JMIIb COCTaBHBIMHM YacTSIMU BBIpaXKEHHUS 3HAKOB. DoHONOrHYecKuit
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1. Beenenue

aHaIM3 11eN1eco00pa3HO HAYMHATh CO CIIOBA — €MHUIILI, HAXOISIIICH-
Csl Ha TpaHUIle MEX1y 3HAaKaMU U He3HAKAMH.

Enununet 2, 4, 6 SBIAIOTCA JAUHEHHBIMU: UX TOPAIOK BBITOJ-
HSCT pa3In4uTeNIbHYI0 (QyHKIMIO. [TOpSIIOK CUMYJIbTaHHBIX €IMHUIY
(3, 5, 7, 8) Takol PoOJIM HE BBITOJHACT; CPSAM MOCICTHUX BBIJCIISIOTCS
cynepcerMeHTHbIe (TIpocoanueckre) eauHus (3, 5, 7), KoTopble pea-
JU3YIOTCS KaK MOAM(UKAIMK JUHCHHBIX C€IWHUI], 0ojiee KPYIHBIX,
4yeM oHa (hOHEMaA.

1.4.2. B HeKoTOpBIX (HOHOIOTUUECKUX CHCTEMax BCTPEUAIOTCA
0COOBIE €JIMHMIIBI, HA3bIBAEMBIE OTKPBITHIMHU CThIKaMu. OHU BBOJISATCS
B T€X TOYKAX CJIOBA WJIH MPEIJIOKCHHUS, TJIe CMEXHbBIEC (JOHEMBI pean-
3yIOTCS TAaK, CTIOBHO OHH HE CTOST PSIOM, cp. pyc. k Mpe [keip'n] :
Kiipe [kup'u’], nmuroB. c.-xkeM. nebérs ‘e Oymer Oosblue pacra-
narbes’: nebérs ‘ue Oyner ceimatbes’ = /k+ir'e/ : /kir'e/, /neb+¢rs/ :
/mebérs/. CTBIKH — 3TO OOOOIIEHHBIE [EIMMUTATUBHBIE CIAHULBL,
KOCBEHHO BBITIOIHSIOIINE U Pa3THUNTEIIEHYIO POJIb.

2. OIIPEAEJIEHUE ®OHEM
2.1. ITPEABAPUTEJIBHBIE 3AMEYAHUWA

Jltoboe ycTHOE BBICKa3bIBaHUE, KaK (U3UYECKOE SBICHHUE, YHH-
KaJbHO W HEMOBTOPHMO. OJHAKO HOCHTENH SI3bIKa HEKOTOpPbIe (pr3u-
YeCKH pa3IW4Hble 3BYKHM WJIM WX KOMIUIEKCH PACHEHHMBAIOT Kak
oanHakoBble. Ommpasch Ha 3TOT (pakT, GOHONIOTHSI B OECKOHEYHOM
MHOT000pa3uu (U3NIECKUX 3BYKOB OOHAPY>KUBAET HEMHOTOUHCIICH-
HbIE JIMCKPETHBIE €IMHUIIbI, KOTOPhIE HOCUTENSIMH SI3bIKa BOCIIPHUHHU-
MaroTcsd KaK HEU3MEHHbIE M HETOXKJIECTBEHHOCTh KOTOPBIX CBs3aHa
C HETOXKIAECTBEHHOCTBIO COJICPIKAHMS.

2.2. TIAPAJUTMATHUYECKAA NWIEHTUOUKALINA
O®OHEM

2.2.1. OCHOBHBIM NpPHEMOM NapaJUrMaTHUECKONW HJEHTHU(UKA-
1Y SBIISETCSA CyOCTUTYLHUS (TTOACTAHOBKA): UCCIIEAYEMbIE 3BYKH MO/~
CTABIIAIOTCS OAWH BMECTO APYIOr0 B OIMHAKOBOM 3BYKOBOM KOHTEKCTE
¥ TIOJIy4eHHBIN pe3ynbTat npeanaraerca nadopmanram. Ecin npemio-
JKEHHOE CIIOBO BOCIIPMHHMMAETCS MU KaK IIOBTOPEHUE MCXOJHOIO, TO
UCClelyeMble 3BYKH SIBISIIOTCS (DaKyIbTaTUBHBIMHM BapUaHTaMHU OJHOMN
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TeopeTuyeckre OCHOBBI IMTOBCKOH (pOHOIOrHH

¥ TOi e (poremsr. Cp. muroB. fo.-aykmrt. (IBsHay6pe n ap.) [kévas]
‘oren’ = [té'vas] = [ké'vas], CBHIETENbCTBYIOIINE O TOKIECTBEHHOCTH
[k] = [i] = [k], wmu 3.-aykmr. (XKarape, Ckaiicrupuc u ap.) [ta-Sas]
‘kars’ = [1a'sas] = [14°$0$], yka3piBaromue Ha T0, 4To [§], [§] (mene-
JISIBOE «S») | [s] B 3TUX TOBOpAx MPEACTaBISIIOT coboil hakyabTaTHB-
HbIC BapUaHTHl OAHOHN QoHeMmbl /s/. Eciu B pe3ynbraTe MOICTaHOBKU
MOJTYYar0TCsl CJI0BA, KOTOPHIE OIEHUBAIOTCS MH(OpMaHTaMU Kak OT-
JMYHBIE OT MCXOIHBIX 10 BBIPAKECHUIO M MO COJEPIKAHUIO, TO HCCIIe-
JyeMble 3BYKH MpPEACTABIAIOT pa3nudable GoHembl. Cp. nuros. [K]
u [t] B kas ‘xro; uto’ # tas ‘ToT’, [s] u [§] B vés ‘Oymer BecTH’ # ves
‘OyneT Be3TH .

Unentudukanmio GoHeM B 3HAYUTETHHOW CTENEHU OOJIErdaroT
MUHUMAIIbHbIE Tapbl (KBa3MOMOHHMMBI) — pa3Hble [0 3HAYEHHUIO
c10BOGOPMBI, OTJIMYAIOIINAECS JUIIb OJHUM 3BYKOBBIM CETMEHTOM
WIN Jaxe npu3HakoM. Hannmume Takux map sBisieTcs yOeanTeTbHbIM
JIOKA3aTeIbCTBOM (PYHKIMOHAILHOTO pa3inyusi 3ByKOB. Cp. JIMTOB.
bokstas ‘6amHs’ : pokStas ‘mryTka’, mokaswiBaromue, 9to [b°] # [p°].
OnpeneneHre GoHEM MPH MOMONIM KBa3HOMOHMMOB HWHOT/IA Ha3bl-
BAIOT KOMMYTAIIHOHHBIM TECTOM WJIM TIPOCTO KOMMYTAILIUCH.

2.2.2. CaenyroyM 1aroM B MICHTU(PHUKAUN (HOHEM SIBISICTCS
onpezaeneHe AUCTpUOYIMU (pacrpelieNieHns1) 3BYKOBBIX CETMEHTOB.
OOBIYHO BBIJCISIOTCS JIBA THUIIA JTUCTPUOYIMU: OMIO3UTHBHAS U JO-
nonHuTenbHas. ONMO3UTUBHAS AUCTPUOYIHSI — 3TO OTHOIIEHHE Me-
Ky 3BYKaMH, BCTPEYAIOUIMMHUCS B OJMHAKOBBIX TO3HIUAX (Cp. JIH-
TOB. [Z] u [$] B cnoBax Zalia ‘3enénas’ : Salia ‘psigomM’); B OTHOIICHUHU
JIOTIOTHUTEIEHOW TUCTPHOYLIUM HAXOJATCS 3BYKH, BCTpEYacMble
JWIIb B PAa3IMYHBIX NMO3HUIUAX (Cp. uToB. [n] U [n] B croBodopmax
[rapka] ‘pyxa’, [bangga] ‘BomHa’ u [nd'mas] ‘nom’, [banda] ‘cTamo’).

3BYKH, HaXOAAIIHECS B OTHOIICHUH JOMOJHHUTEIBHOW AHUCTPH-
OyIuu, HE MOTYT CAaMOCTOSATEIBHO pa3nyaTh CJI0BOGOPMBI;, UX Tepe-
CTaHOBKA MPHUBOJUT TOJILKO K CTPAHHBIM U JIaXKe HEBO3MOXKHBIM 3BY-
KOBBIM 00pa3oBaHUsAM. Takue 3BYKHM MOXKHO CUWTATh NpPEJCTaBHUTE-
JSIMU OJHOW (JOHEMBI, €CITi TOJIBKO OHM OO0JIaJatoT OOIUMH 3BYKO-
BBIMHM NpHU3HaKaMu. Tak, nuToB. [n] U [1] SBISAIOTCS HOCOBBIMHU He-
I'YOHBIMA COHOPHBIMH COTJIACHBIMH, — CJICIOBATEIbHO, 3TH 3BYKH
MPENCTaBIAIOT co00il pazHOBUAHOCTH OonHOW hoHembl /n/. Cp. Takxke
oTKpbITOe [&°] W Oomyee 3akpeiToe [e'] B mosunusx [—C| u [—C]

328



2. Onpenenenue GpoHeM

(manp., [A&-$a] ‘HecéT’ : [A&Se’] ‘HEC’), KOTOpbIE TAKKE MPEICTaB-
TSIOT OHY (hoHEMY /e°/.

3BYKH, HaXOASILIMECSs B OTHOIICHUH JOMOJHHUTEIBHOW AUCTPU-
OyIIMH U CBOJMMBIC K OTHOM (hoHEME, SBIIIOTCS €€ KOMOMHATOPHBIMU
(MO3UIIMOHHBIMY) BapuaHTamMH, Wi amiodoHamu. AnnodoH, oTiau-
yaromuiicss 6onee cBOOOAHON AucTpuOynuend u Gojiee MPOCTBHIM 3BY-
KOBBIM COCTAaBOM, CYHTAETCS OCHOBHBIM. [10CKOIIBKY OCHOBHOM aimio-
¢doH sBisETCS Kak OBl HOPMOW (hOHEMBI, MHOTHE TMO3WIIMOHHBIEC Ba-
puanu (OHEM MOKHO 3alKCcaTh COKPAIIEHHBIMU «IOPOXKIAFOIIIUMIDY
dopmynamu tama /n/ — [n] / [—z], CHETMANIbHO yKa3bIBasi TOJBKO
pean3annio BTOPOCTENIEHHbBIX aJIO(OHOB.

ITpu unentudukanuu GoHeM IOKHBI IPUHUMATHCS BO BHUMA-
HHUE M COOOpaXKeHUsl rpaMMaTHYeCKOll Ienecoo0pa3HOCTU: MPU Mpo-
YUX PaBHBIX YCJOBUSAX MPEANOYTECHUE OTAAETCS PEIICHUSM, KOTOpbIE
CHOCOOCTBYIOT YIIPOILICHHUIO TIPAaBUIT TPAMMATHKH.

2.2.3. Ilockonbky (DOHOJIOTHMYECKHIT CTaTyC 3BYKOB OIPEHes-
eTcs MX AUCTpUOyIHel, (POHeTUUECKH OJIM3KKE 3BYKU B OIHHUX CHC-
TEMax MOTYT UTPaTh POJIb CAMOCTOSTENBHBIX (pOHEM, a B JAPYTrUX —
BBICTYNATh KakK alI0(OHBI OTHOH 1 Tol ke (oHembl. Hanpumep, B u-
TOBCKOM JINTEPATYPHOM $I3bIKE (M BO MHOTMX T'OBOpax) HaOJIIOAI0TCS
OTHOINICHUSI KPAaTKHWX TJAacHBIX, MpejacTaBicHHble B § 59 (Tabu. 5).
B aToii cucreme [a] u [e] ABISAIOTCS CaMOCTOSTENBHBIME (hOHEMaMH,
TaK KaK IIPOTUBOIIOCTABIIAIOTCS B NO3ULUH [#—]. B 10kKHO-ayKIITalT-
CKUX M HEKOTOPBIX JPYTHX FOBOpaX KpaTKUE TNIACHBIC PacHpeIesICHbI
mo-uHOMYy (cM. Tabi. 6). 3BYKH 3THX TOBOPOB IOYTH ITOJIHOCTBIO
WICHTUYHBI 3BYKaM JIMTEPATyPHOTO S3bIKa, OAHAKO [a] U [e] B HUX
HaXOJSITCS B OTHOIICHUU JOTIOJHUTEIFHON TUCTPUOYIIMU M TTO3TOMY
SBIISIOTCA AI0()OHAMU OTHOW (DOHEMBI /a/.

2.2.4, Oynknusa ¢GoHEeM 3akitoyaeTcs B AUQQEepeHIUau co-
JepKaTeNbHBIX €AWHUIl U B (OPMHUPOBAHMM HX IJIaHA BBIPAKECHUS
(«3ByKOBOI1 000704KM»). DakynbTaTUBHBIE BAPHAHTBHI CIYXKaT Kak
CPeACTBO WACHTH(UKALMKN TOBOPSAIINX; HEKOTOpbIE NpH3HAKH (a-
KyJIbTAaTUBHBIX BapUaHTOB HCHOJb3YIOTCS KaK 3KCIIPECCUBHBIC €IH-
HULBI (TaK Ha3blBaeMble 3MQaTtuku). AJI0GOHBI, TOABISIONINECS Ha
TPaHMIIE CJIOB WJIM APYTHX COACPIKATCIbHBIX €IMHUI, BBIMOIHSIIOT
JETMMHUTATHBHYIO (QyHKIHIO. B OOJNBIIMHCTBE K€ CIy4aeB OHH OKa-
3BIBAIOT cojieiicTBHE (poHEMaM W JPyruM (OHOJOTHUECKHM €IMHH-
am, Ipeaynpexaas 0 UX HaJIMYHMH B CMEXKHBIX Mo3unusax. MHorma
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ammooHbl Jlake (aKyIbTATUBHO 3aMEIaloT Te (QOHEMBI WM UX
COYETaHWUsI, MOJI BO3CHCTBHEM KOTOPBIX OHH MOSIBJIIOTCS (Cp. JIUTOB.
c.-keM. [9] = /o/ + /n/ B ciyuasx tumna [do-gos] || [d9.ngos] ‘Hebo’,
[20°stas] || [20.nstas] ‘yaund’).

2.3. CHHTAITMATUYECKAA NWAEHTUOUKALINA
O®OHEM

2.3.1. Cunrarmatuyieckast uaeHtuduxanus Gonem explicite min
implicite OCHOBBIBaeTCS Ha HEKOTOPBIX TUIOJIOTMYECKUX MPEATIOCHLUI-
kax. C ofHOW CTOPOHBI, MOYTH HUKOTJA HE CTaBHTCS BOIpoc O (o-
HEMHOM COCTaBE€ TE€X 3BYKOBBIX CETMEHTOB, KOTOPBIE BO BCEX M3BECT-
HBIX SI3bIKaX ()YHKIMOHUPYIOT KaK ABYX(OHEMHBIE, — TaKHX, KaK CO-
YeTaHHs TJIACHBIX U COTJACHBIX, IIEIEBBIX U CMBIUHBIX U T. 1. C apy-
TOM CTOPOHBI, THIATEIFHOMY PAacCMOTPEHUIO, KaK MPaBUIIO, MOJABEP-
raloTCsl TOJBKO TaKHE CErMEHTHI, O KOTOPHIX 3apaHee M3BECTHO, YTO
OHU B OJTHHX S3bIKaX MOT'YT ()YHKIIMOHUPOBATh KaK coueTaHus (GoHeM
(6udonemsl), B Ipyrux sA3bIKaX — KaK peanu3aius oOTACTbHBIX PoHeM
(Monodonemsl). K TakuM cermeHTaM, HampuMep, OTHOCATCS TUPTOH-
T'H, CIIOTOBBIC COHAHTHI, aQppHUKATHI, MMaTaTaIM30BaHHBIC COTJIACHBIE.
Ho tunonorumueckue cooOpaxxeHUst UMEIOT TOJIBKO OPHEHTHPOBOYHOE
3HAYEHHUE: OHU TOMOTaloT OOHAPYKUTHh MOTEHIHAIHHO ABYX(oHEM-
HBIE CETMEHTHI.

2.3.2. 3 ¢doHeTHUECKUX KpUTEPHEB NBYX()OHEMHOCTH J0Ka3a-
TEJIbHBIM MOKHO CUMTaTh TOJIBKO MPUHAIEKHOCTh OTAEIbHBIX dac-
Teil (KOMIIOHEHTOB) OCHOBHBIX BAapHAHTOB CETMEHTa K pPa3IHMYHBIM
cjioraMm: Io OIpeJeNeHHI0 (poHeMa JO0JDKHA Peain30BaThCsi B OJHOM
ciore. Bece ocranbHble (oHeTMueckue (aHTPONOPOHUUECKUE) IMpPH-
3HAaKM (TaKue, KaK UCKIIOYUTEIBHO OOJbIIas JITUTENBHOCTh, HEOIHO-
POIHOCTD APTHUKYJISALUH U JIP.), KaK U TUTIOJIOTUIECKHAE COOOpaKeHHS,
UTPAIOT JIMIIb BCIIOMOTATEIbHYIO POJIb.

W3 mMHOXECTBa pa3snUUHBIX (HDOHOIOTUYECKUX TPABWI M KPHTE-
pPHEB CHHTArMaTU4eCKOW HIACHTU(HUKAIUU (OHEM CaMbIMHU OOIIMMHU
ABIIOTCA: (1) MPUHIMIT MUHUMAIBHOTO WHBEHTAps W (2) TPUHIIMI
peryasipHocTi oTHoweHud. [lepBoe mpaBmino TpeGyeT cuurTaTh MO-
TEHIMAIbHO JByX()OHEMHbIE CETMEHTHl peaju3alueil coueTaHui BO
BCEX CiydYasiX, KOrjia UMEIOTCS XOoTs Obl Majeimue ocHoBaHus. Co-
TJIACHO BTOPOMY NPHHIIUITY, CETMEHTAIUS TOJDKHA TIPOBOJIUTHCS Tak,
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2. Onpenenenue GpoHeM

4TOOBI MPaBUiIa, ONHUCHIBAIOIINE 3aKOHOMEPHOCTH coueTaeMocTu ¢o-
HEeM, MOJIyYWINCh CaMbIMHU pPEryJsipHbIMH U mpocThiMu. Korma co-
OmroieHre 000MX MPUHIUIIOB BEAET K NMPOTUBOPEYMBBIM PELICHUSM,
NPEANOYTECHHE OTAAETCS BTOPOMY.

[To 3TuM cooOpakeHusIM, HalIpUMeEp, CICAYET OTBEPTHYTh JIBYX-
(OHEMHYIO TPAaKTOBKY JIMNTOBCKUX appHKaT: UX cerMeHTanus UcKyc-
CTBEHHO cO3/1ajla Obl MHUIIMAJIbHBIC COYETAaHUs THIA 7.S- U MATUYICH-
HBbIC MEIUalIbHBIC TPYMIEl (Hamp., virkscios ‘crepxun’). AQdpukaTs
[tS, dZ] B MCKOHHOI JIEKCHKE BCTPEUAIOTCS B OCHOBHOM IIepej| Iiiac-
HBIMHU 3aJIHETO psila U HAaXOJATCA, 1O CYIIECTBY, B OTHOIIEHUH J0-
TNOTHUTENBHOM AuCTpubyuy ¢ [f, d], BCTpeuarommMucs nepes riac-
HBIMU MIEPETHETO Psijia, — 3TO Kak OyJITO CBUJETENIbCTBYET O TOM, YTO
[t§, dZ] u [t, d] sBisroTCS annodonamu donem /i, d/. Opnaxo B coBpe-
MeHHOM s3bike [t3, dZ] MHOrJa BCTpedaroTcss W Tepes TepeJHUMH
IJIacCHBIMH, a [t] B MCKIIIOUMTENBHBIX CIydasX [ake MPOTHBOMNOCTAB-
nsercs [t3] (B HEKOTOPHIX TOBOPAX JTH ONIIO3MIIMH CTAIH OOBIYHBIMH
u /t, d/ mporuBomocTaBIsIOTCA Kak TBEPABIM /t, d/, Tak u addpuxa-
Tam).

2.3.3. B ocranpHOM cHHTarMatudeckas uaeHTH(UKamus GoHem
MPOBOJUTCS Ha TEX K€ OCHOBAHMUSAX, YTO M Mapamurmatuyeckas. Pe-
IIafoliee 3Ha4eHue MMEIOT AUCTPUOYTHBHBIE OTHOLICHUS MEXIY IO-
JI03peBaeMbIMH B OM(OHEMHOCTH CIOXHBIMU 3BYKaMU U ONH3KUMHU
K HUM 110 3BYYaHHUIO CErMEHTaMH, On(pOHEMHBII XapakTep KOTOPBIX
HE BBI3BIBACT COMHEHUI. DT OTHOIIICHHS, KK U3BECTHO, MOTYT OBITh
clenyromux TpEX THUMOB: 1) onmo3uTuBHEBIE, 2) daKylbTaTUBHbIE,
3) oTHOMLIEHUS TOTIOJIHUTEIBHON AUCTPUOYLINU.

B mepBom cryyae aHanM3MpyeMblil 3BYK, HECOMHEHHO, JOJDKEH
CUMTATLCSA CaMOCTOATEIbHOM (oHeMol (cp. mosbekue Czech [Cex|
‘yex’ : trzech [tSex] ‘Tpéx’). Bo BTOpOM ciyuae pemieHne mpuUHUMA-
eTcs B MOJIb3y OM(OHEMHOI TPAaKTOBKH: JIUTOB. C.-KeM. [Q'] = /o/ + /n/
U T. 1. Peanmuzanusamu coyeTanuii (hOHEM SIBIISIOTCS CEBEPOKEMAMT-
CKHE U CEBEpOINAaHEBEKCKHE COIJIacCHble KOHLA CJIOBO(OpPM, coxpa-
HSIOIINE OKPAacKy PEAyLHpPOBAHHBIX IVIACHBIX: B HEKOTOPBIX CIydasx
TaKUe COTJIACHBIE CBOOOIHO BapbUPYIOT ¢ HOPMAJILHBIMHU CJIOTOBBIMHU
coyeranmsivu Tuna C + V, npuszHaHue (OHOJOTMYHOCTH KOTOPBIX
HOPMAJIM3UPYET CTPYKTYPY COYECTAHHI COTJIACHBIX.

AHanm3upyeMble CETMEHTBI COOTBETCTBYIOT COYETAaHHAM (OHEM
U B TpeThbeM ciydae. K TakuM cerMeHTaM OTHOCATCS, Hampumep,
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JUTOBCKHE TU(PTOHTH, BTOPOH KOMIIOHEHT KOTOPBIX NpeACTaBiIeH
HecyoroooOpazyomumu [i, u]: [ai, au, ei, ui...]. BcTpedasch Tombko
nepes COrJIaCHBIMM M B KOHIE CIOBO(OPM, OHM HAXOIATCS B OT-
HOUIICHUU JIOTIOJHHUTEIBHOW JUCTPUOYIIMU C TeTEPOCHIIA0NYCCKUMU
couetanusimu trmna [a] + [j], [a] + [v] ([W]), BO3MOKHBIMH TOJIBKO Tie-
peI TIIaCHBIMH, ¥ TO9TOMY HECOMHEHHO MPEACTABIISIOT COOO0 TO3UIIH-
OHHBIC BapHaHTHI couetanuit Tuna /V/ + /j, v/ (1. e. /a/ + /j/, /al + IV/,
lel + i/, cp.: saitas ‘cBA3B’ : Sgsaja ‘TPUBA3L’, gduti ‘TIONYIHTE’: gavo
‘momyumn’, tau ‘tebe’ : tave ‘te0s’). B ornmume ot GonbImmMHCTBA
JTU(PTOHTOB, CIUTHBIE [ie, U0] (TMOMM(TOHTH) TOJHKHBI WHTEPIPETH-
pPOBaThCSI KaK CaMOCTOSITEIbHBIE NoJrue riaacHele (oHeMbl. C 3TUMU
IJIACHBIMU MX CBSI3BIBAIOT Pa3jMYHble (POHOTAKTUYECKHE U MPOCOAM-
YecKhe 0COOCHHOCTU: BOSMOXKHOCTh MX COYETaHMH C IVIAaCHBIMHU (Cp.:
niioalpis ‘06MOpOK’, prieauglis ‘Mpumnon’), XapakTep peanu3aluu
CJIOTOBBIX HMHTOHAIMA M T.JI. BO MHOTMX CEBEPHBIX TOBOpax 3TO
MTOATBEPKIACTCS M aBTOMAaTUYECKUM dYepeloBaHUeM [ie, uo] ¢ 0e3-
YIapHBIMU «YHCTBIMI» MOHO(TOHTaMH.

Bce pemeHna mo napagurMaTHYeCKOW M CHHTArMaTHYeCKON
uaeHTHGUKaIuu (HOHEM TOJDKHBI THIATENBHO MPOBEPSATHCS NPH aHa-
T3¢ OTHOIICHUH (POHOJOTHMYECKHX €IUHMI. Hanmndre MCKIIIOYnTeNb-
HBIX (TeM Ooyiee — YHHUKAIBHBIX) cOYeTaHWH (OHEM, KaK MPaBuio,
CBUJIETENILCTBYET O TOM, YTO UX MACHTH(UKALUSA HYKIAeTCs B Iepe-
CMOTpe.

3. OTHOIIEHUA 1 PA3JIMYNUTEJIbHBIE
[TPU3HAKHU ®OHEM

3.1. IPEABAPUTEJIbHBIE 3AMEUYAHMA

B coBpeMeHHO!H NMHTBUCTHKE paszIHyaroTCs NapajurMaThye-
CKHE M CHHTarMaTHuYecKre OTHOIIeHHs (JOHEM U BOOOIIE S3BIKOBBIX
CIMHUII.

[TapagurMaTuveckre OTHOIICHUSI CYIIECTBYIOT MEXIY €IAMHU-
[[aMH, 3aMCHSIONIMMU JIPYT Jpyra B OJHOW M TOW K€ TO3UIMH U TEM
CaMbIM pa3nyarolMMu Oosee KpymnHble equHulbl. Cp. TUTOB. bdras
‘mosioca (y49actok 3emun)’ : kdras ‘BoWHA’ : gdras ‘map’, TIe B TaKUX
oTHOIIEHUAX Haxoaarces /b/, /k/ v /g/. B kakJIOM KOHKPETHOM ciydae
BCET/Ia PeaM3yeTcsl TOJIBKO OJTHA M3 BOSMOKHBIX MapagurMaTHUECKHX
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eIMHHI] — OCTaJIbHBIC K€ CYILECTBYIOT JMIIb KaK BO3MOKHBIE CYyO-
CTUTYThI PEaTM30BaHHON €JMHHUIIBI.

CuHTarMaTu4ecKkue OTHOLICHMS, B OTJIMYHUE OT MapaJurMaTuye-
CKHUX, CYIIECTBYIOT MEXIy TaKUMHU (POHEMAMU WIHA JPYTUMH €IUHU-
[aMH sI3bIKa, KOTOPBIE COYETAIOTCS (WJIM B NPHHIMUIE MOTYT COYe-
TaThCs) JIPYT C JIPyroM, oOpaszys Oojiee KpyIHbIE €AMHUIILI (CIIOTH,
cinoBa u ap.). Cp. nutoB. /b/ u /a’/ B ciore /ba‘-/, cioru /ba‘-/ u /-ras/
B ciioBe bdras v ap. OOBIYHO ATH OTHONICHUS MOHUMAKOTCS KaK JIM-
HEHHbIe, OJHAKO BO3MOXHbBI U CUMYJIbTaHHBIC CHHTarMaTUYECKUE OT-
HOUICHWS: OHH, HAIIPUMEp, CYIIECTBYIOT MEKIY IIEHTPOM CIIOTa U HHC-
XOISIIE-BOCXOISIIIMM TOHOM B KHUT. md ‘J0IIaab .

AHanu3 napagurMaTU4ecKuX M CHHTarMaTU4ecKuX OTHOIICHUH
JISKAT B OCHOBE KJIaccuukanuu GOHEM M omnpenelieHus ux maudde-
PCHIMAIBHBIX MPHU3HAKOB. [IOCKONBKY HEMOCPEICTBCHHO HAOIIOAa-
IOTCSI TOJNIBKO CHHTAarMaTHYeCKHUE OTHONICHWUs, KiIacCUpUKaIUo ¢o-
HEM IIeJIeco00pa3HO HauWHATh MMEHHO C HHX, a He ¢ 0ojee abCTpaKT-
HBIX W TPSAMOMY HAONIONCHHIO HEJOCTYIHBIX IapagurMaTHYCCKHX
OTHOLIECHUM.

3.2. CMUHTATMATHUYECKAA KITACCUOUKAIIA
O®OHEM

3.2.1. JIro00ii SI3BIK U3 OTPOMHOTO KOJIMYECTBA BO3MOXHBIX CO-
yeTaHWi (OHEM «BBHIOMpAET» JIMIIL OTPAaHUYEHHBIH WX WHBEHTAPH,
MO TYMHSTFOIIUIACS U3BECTHBIM MpaBmiiaM. ToJIbKO OJiarojaps HaATHIHIO
OTpeIeNEHHON CHHTarMaTH4ecKol CTPYKTYpHI, CIIOBA U IPyTUE CONEP-
XKaTelbHbIC €MHUIIEI BOCIPUHUMAIOTCS KaK [EIOCTHBIE 00pa30BaHusl.

3.2.2. Tlo poinu, BBITIONHSEMOW B CTPYKTYpE CJIoTa, Bce (hOHEMBI
pas3zeNnsroTcs Ha JBa OCHOBHBIX Kilacca: IJIacHble M coryiacHble. LleH-
TpabHBIMUA €UHUIIAMU CJIOTa SIBJSIFOTCS TTIACHBIE: OHU MOTYT 00pa-
30BaTh CJIOr 0€3 MoauepKku Apyrux (oHem. B muToBCcKOM JMTepa-
TYPHOM SI3bIKE ATOT KJiacc MpejcTaBiieH ¢poHeMaMmu /i, ¢, a, u, 1, ie, ¢,
e, a, 07, uo, u/. Cornmacuele — 3TO nepudepuitHble COCTABISIONIHE
ciora, T. €. (pOHEMBI, HAJIMYKE KOTOPBIX B CJIOTE HE SBIACTCS 00s3a-
TeJbHBIM, Hamp.: TuToB. /p, t, k, b, d, g, 8,8, 2,Z,j, v, |, r, m, n.../. Tax
Ha3bIBaEMbIE CIIOTOBBIC COHAHTHI, M3BECTHBIE B HEKOTOPBIX S3BIKAX
(cp. Ap.-wHA. vrkah ‘BoNK’, weml. prst ‘mainein’), TMPEJCTABISAIOT CO-
00i1 coryacHble, BBHITOJTHSIONINE CEKYHAAPHYIO (QYHKIMIO TJIacHBIX. B
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JUTOBCKHX TOBOPAaX OHU BCTPEUAIOTCS TOJILKO KakK (paKyJIbTaTHBHBIC
BapuaHThl couetanuid tuna -RV(C)#, Hanp.: muToB. c.-xeM. [go'ndr] ||
[g0'ndr’] ‘amcra’ (cp. nmatwi. katls ‘koten’, putns ‘nruna’).

3.2.3. B s3bIkax, 00aJaroNIMX TOJBLKO OTKPBITBIMU CIIOTaMHU TH-
ma (C)V (cp. maopu aroha ‘mo0oBw’, manawakino ‘xypHOI’), O CHH-
TarMaTHYECKHUX KJIACCaX COTJIACHBIX MOKHO MHOT/IA CYAHUTh TOJBKO T10
OTPaHHYECHUSIM HMX JUCTPUOYIUH, 3aBHCSIIAM OT COTJACHBIX COCEII-
HUX CJIOIOB WJIM OT CMEXKHBIX INIACHBIX; MHOIAA MCKIIOYEHA M Takas
BO3MOXKHOCTh. Kak mpaBuiio, mpeAnochUIKOH CHHTarMaTH4ecKoi Kiac-
cU(UKAIIUU ABJSICTCS HATMYUE COYCTAHUHN COTJIACHBIX B paMKax OJTHO-
ro clora.

B crnore nuToBCcKOrO sI3pIKa, KpOMeE TJIACHOTO, MOTYT BCTpe-
YaThCs JIBE TPYIIIBI COTJIACHBIX: SKCIUIO3UBHAS (HadalbHAS) U UMILIO-
3uBHas (KoHeuHas). IMIio3uBHas Tpyrmna 0ojiee TECHO CBA3aHa C IICH-
TPOM CJIOTa, O YEM CBHJICTENILCTBYIOT BIUSHUE MMIUIO3UBHBIX COHOP-
HBIX Ha TPOCOJUYECKHE OCOOCHHOCTH CJIOTa W POJIb 3TOU TPYIIITHI
B KJIACCHYECKUX pPH(PMax; DKCIUIO3WBHASA YaCTh B STOM OTHOIICHUH
0oJlee caMOCTOSTENbHA.

Krnaccugukaiuio cormacHbIx y100HO HAYMHATH € IKCTUIO3UBHBIX
TPYII TEPBOro Cjora, MOCKOJbKY 3TH IPYIIbI, KaK TOJbKO YTO OTME-
4yeHo, Ooyiee 000COONEHBI M PETYNApPHBI, a TpaHUIAa CJIOBa HECO-
MHEHHO COBIAJIAET CO CIIOTOPa3JIEIIOM.

B nuTOBCKOM S3bIKE MMEIOTCS CIEAYIONIUE JIBYWJICHHBIE JKC-
TJIO3UBHBIE TPYIIIBI (€CTU OTOPOCHUTH HEACCHUMUIIMPOBAHHBIE 3aMMCT-
BOBaHHUS M YCJIOBHO HE pasivuaTh TBEPIBIX M MITKHX COTJIACHBIX):
bj-, bl-, br-, dr-, dv-, gl-, gn-, gr-, gv-, ki-, kn-, kr-, kv-, pj-, pl-, pr-,
sk-, sl-, sm-, sn-, sp-, sr-, st-, sv-, §¢-, §l-, Sm-, $n-, Sp-, $t-, Sv-, tr-, tv-,
zl-, zm-, zv-, ZI-, Zm-, Zn-, Zv-; B IUaJeKTU3MaX ¥ OHOMACTHKE TaKKe
BcTpeuatorcst Sk-, zg-, zb-, zd-. Takum o0pazom, Bce COTJIACHBIC,
BO-TIEPBBIX, pacragaroTcs Ha JBa kinacca: R (=/j, v, 1, r, m, n/) — co-
TJIACHBIC, BCTPEUYACMbIC TOJBKO HEIMOCPEACTBCHHO TEpe]] TIIaCHBIMHU, U
C(E=/ht kb d gcd,s, S, z, 2/) — cornacHsle, BcTpeuaeMble HE
TOJIBKO TIepe]] TIIacHBIMU. Bo-BTOpEIX, Kiacc C MOYKHO pacujICHHTh Ha
nBa monkiacca: S (= /s, $, z, Z/), WICHB KOTOPOT'O BHICTYIAIOT TOJIBKO
HETMOCPeICTBEHHO TI0Cie TpaHuIlbl ciioBa u ciora, u 7 (= /p, t, k, b, d,
g, ¢/), OXBaThIBAIOIINI COTJIACHBIC, BCTPEYAEMbIC KaK HEMOCPEICTBEH-
HO ITOCJIC TPaHMIIBI, TAK U Ha BTOPOM MECTE.
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Jlannas knaccudukanus 96TKO COOMIONAETCS U B TPEXWICHHBIX
COUETaHMSIX, COCTAB KOTOPBIX omuchiBaeTcs dopmynoit STR- : ski-,
skr-, skv-, spj-, spr-, str-, stv-; B TUAIEKTU3MaX ¥ OHOMACTHKE TaKKe
BCTpevarotcs spl-, Skr-, Ski-, Spr-, §tr-, zdr-, zgr-. JIns Bcex 3TuX coue-
TaHull neiicrBurenbHo npaBuwio STR- o (S7- & TR-) (o — cumBon
MaTepruanbHON UMILTUKAIIN ).

Ha peanbHOCTb 1 HEOOXOAUMOCTD BBIJICTICHHBIX KJIACCOB yKa3bl-
BAaIOT M HEKOTOpBIE Apyrue (akThl. Bee wieHsl kinacca R 6e3pa3inyHbl
K aCCUMWIALUH (HEUTpaau3aiuu) Mo 3BOHKOCTH-TIIYXOCTH: OHH CO-
XPaHSIOT 3BOHKOCTH TEpea TIYXHUMH M HE O03BOHYAIOT MPEIbITYIIHX
rryxux. Unens! kimacca C, Ha000pOT, TOABEPTalOTCS ACCUMILIAINH TI0
JaHHOMY TIpH3HaKy (cp.: béga ‘Oexut’ : bé[k]ti ‘GexaTs’); K dTOMY
KJIACCY BCET/Ia OTHOCUTCSI CPETHHUM YJICH MEIUATBHBIX TPEXUICHHBIX
COYETaHUM.

BoNbIIMHCTBO MMITTIO3UBHBIX TPYIIT KOHIA CJIOBA B JIMTOBCKOM
JTUTEPATYPHOM SI3bIKE MPEJCTABISIOT COOOH 3epKajibHOE OTpakeHHe
9KCIUTO3UBHBIX: COYeTaHMsIM Tuma STR- cooTBeTCTBYIOT -RTS, coue-
TauusIM SR- — -RS, couetanusam TR- — -RT u, HakoHen, S7- — -T5,
cp.: ski- : -lks (vilks ‘motammr’), sn- : -ns (pifis ‘GyIer ciuierats’),
ki- : -lk (pilk “nanuBaii’), sk- : -ks (t6ks ‘Takoii’); K STHM «3aKOHOMEp-
HBIM» TPYIIIaM WHOTZIA MPHMBIKAeT HEeMOTHBHpOBaHHas ¢oHema /k/
wi /t/.

3.2.4. CtpykTypy JO0OTO JUTOBCKOTO CJIOra TEMEPh MOXHO
omucath popmynoid (Sv T Vv RYVOIV IV RV TvS)(v(kvi))
(Vv — IM3BIOHKIMS, Vv — cTporas au3bloHknus). Cioru, obnajaro-
e BCEMHU BO3MOKHBIMH JJIEMEHTaMH, KpOME HEMOTHBHPOBAHHOTO
/k/ wmm /t/, onuceIBaeTCs AeHApOrpaMMaMu MpuBeACHHbIMEA B § 114
(c. 130).

3.2.5. «IlomHBIe» MeAMANbHBIE TPYIIBI JIMTOBCKUX IPOCTHIX
CJIOB (HEKOMIIO3HTOB) COCTOSIT M3 YETHIPEX COTJIACHBIX; J[BA COYETa-
HESL 0OIAIal0T HCKITIOYUTEIBHON CTPYKTYpoil -pSTR- (irstva ‘Gep-
nora’, ZiegZdra ‘rpaBmii’), ocTanbHbIe (eclid OTHeCTH adpHKaTHI
K kmaccy T) cBomsarcs k dopmyne -RTSk-, Hanp., gargZdas ‘raneud-
HuK’, kulksnis ‘mukonotka’, urgzlys ‘Bopuyn’. Mx cBsa3p ¢ Gomee
IIPOCTBIMH COYETAHMSAMH CTPOTO MOMYMHSACTCS HMILTMKAIIHK -RTSR- o
-TSk- > -Sk-: cylecTBOBaHHE GOIEe CTOKHOIO COUCTAHHS MPEATIONa-
raet Hamuuue 0oJiee MPOCTOrO COYETAHHsI, BXOJIIETO B €r0 COCTaB,
Harp.:
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(a)-lkst-(a)
: (ny)-kst-(a)
(li)-nkst-(a)
: (sla)-st-(ai)
(a)-Ipst-(a)
: (sla)-pst-(0)

(si)-rpst-(a)
(alksta ‘rononaet’, linksta ‘THéTCS’, alpsta ‘amaeT B 0OMOpPOK’, sirpsta ‘3peet’,
nyksta ‘ucuesaet’, slapsto ‘ckpbeIBaet’, slastai ‘1oByIIKa’)

B Gonee oOmiem Buje qaHHas 3aKOHOMEPHOCTH POPMYIHPYETCS
Ttak: RTx o Tx D x, Te x mpeacraBinier win coueranus -S7-, -SR-,
WK OTJIeNbHBIE coTiacHbie Tuna -S-, -7-, cp.: (mu)-rks-(0) ‘apemner’ /
(ri)-nks-(i) ‘Oynmemb coOupate’ : (sti)-ks-(0) ‘topumt’ : (vi)-s-(as)
‘Bech’, (vi)-lkt-(y) ‘onm Bomoums Obl’ / (pe)-nkt-(as) ‘nATHIA
(pi)-kt-(as) ‘3noit’ : (ra)-t-(as) ‘xoneco’. Takum oOpazoMm, AJII MeIU-
aJTbHBIX COUYETAHUH NEWCTBHUTENbHA HKBHUBAJICHTHOCTh -S7T- = -SR- =
-S- = -T-. TlockonmbKy OT/AENBbHAS MenuallbHasl corjacHas (oHema
HECOMHEHHO SIBIISIETCS SKCIUIO3MBHOW YaCThI0 HEHAYAIILHOTO CIIOTA,
TaK XK€ JIOJDKHBI TOJKOBAThCS W SKBUBAJICHTHBIE €l rpymnmel -ST- u
-SR-; Te e 4YacTH BBIJCIAIOTCS W B Ooyiee CIOXKHBIX TpyMmax, cp.:
stitk-so ‘TOpunT’ ¥ murk-so ‘mpemner’, pik-tas ‘3n0#’ M pirk-tas ‘Kym-
JIEHHBIN’, sld-stai ‘3amamas’ u dlk-sta ‘ronomaer’. CliemoBaTebHO,
TpaHuIla CcIIora MPOXOJUT B TOH TOYKE MEJUALHOTO COYETaHus, Te
HaYMHACTCS MaKCUMaJIbHAs SKCIUIO3UBHAS TPYIIIA.

3.2.6. DKCIUIO3UBHBIE TPYMIBl coriacHelx Tuma STR- (u SR-,
TR-, ST-) xapakTepHbI JUIsl BCEX OANTHICKUX S3BIKOB, HAMP.: JATHIII.
spratist ‘BTeIKATh’, sleja ‘monoca’, kluss ‘tuxuii’, skudra ‘mypaseit’,
npyc. streipstan ‘cyctaB’, smoy ‘4enoBek’, blusne ‘cene3éHka’,
spurglis ‘BopobOel’, — OTIMYAIOTCS JIMIIb OTACIbHBIC KOHKPETHBIC
coueTanwus (Cp. mpyc. /-, He BCTpeuaeMoe B JATHIIICKOM U JTUTOBCKOM,
TUTOBCKHE pj-, bj-, Spj-, -, OTCYTCTBYIOIIME B JATHIIICKOM). B oc-
HOBHOM TakK K€ OOCTOHUT JIeJI0 B JIATUHCKOM SI3bIKE M B BOCXOJSIIEM
K HEMY UTAIBIHCKOM; HEKOTOPBIE OTIUYUS HCIIAHCKOTO OOBSICHSIIOTCS
HAJIMYUEM MPOTETUIECKOTO e-, BCTPEeYaeMoro nepe] rpyninamMu Ha s-.

K tuny STR- cBoATCA W 3KCIUIO3UBHBIE COUETAaHUS COBPEMEH-
HBIX T€PMAHCKHX SI3BIKOB, APEBHETPEYECKOro s3bika U T. A. Cnemo-
BaTeJbHO, OTKJIOHEHHUS OT 3TOH Moaenu (M AByXWwieHHbIX SR-, TR-,
ST-) ABASIOTCS BAKHBIMH THITOJOTHYECKUMHU TMPU3HAKAMU MHOTHX
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eBponeicKuX (BO3MOXHO, U HE TOJILKO E€BPOMEHCKHUX) SI3BIKOB (Cp.
OTCYTCTBHE MHHMIMAJBHBIX TPy B (UHHO-YTOPCKHX, COMIKAroIIee
9TH SI3BIKH C CEMUTCKUMU M TIOPKCKUMHU).

OT paccMOTpPEHHOH MOJENN PEe3KO OTKIOHSAIOTCS CIaBSHCKHE
SI3BIKH, B 0OCOOCHHOCTH 3ama/IHbIe ¥ BOCTOYHBIE.

3.3. HEUTPAJIU3ALIAI

3.3.1. B cnoBapHOM cocTaBe SI3bIKa peau3yroTcs JaJIEKO HE BCE
BO3MOXHbIE COUeTaHUs (POHEM: HEKOTOPBIE U3 HUX MPEACTABIISIOT CO-
00i1 Tak Ha3bIBaEMBbIC MyCThIC KICTKH — MOTEHIMAIbHbIC, HO MPAKTHU-
YeCKU HE HCIONIb3yeMble (oHOoJornYeckue enuHuibl. K Hum cnemgyer
OTHECTH, HANIpUMEp, JIUTOB. Spl-, gm-, TIOCKOIBKY 3TH COYETaHHS CO-
OTBETCTBYIOT MPaBWIbHBIM MojensiM STR-, TR-, HO B UCKOHHBIX CJIO-
BaX JIUTEPATYPHOTO A3bIKA HE BCTPEUAIOTCS.

Hepenxko mycTbie KIETKU 3aMOJHIIOTCS B pe3yJIbTaTe 3aMMCTBO-
BaHUS WINM CIOPAaANYECKUX (POHETHUECKUX W3MEHEHU# (Cp. JUTOB.
§tai ‘BoT’ <« Sitai). CXOOHBIM 00pa3oM 3alOJHAIOTCS M IIyCThIE
KJIETKH, IPEICTABISIOIINE HEepealn30BaHHbIe, HO BO3MOXKHBIE KOM-
OnHarmy mudQepeHInaNTbHBIX TPU3HAKOB. Takne N3MEHEHHUs TTOPOK-
JAIOT HOBbIE (DOHEMBI M YBEJIMYMBAIOT CHUMMETPHYHOCTH CHUCTEMBIL.
Cp. mutoB. nman. /&, 3/ wm /¢, 3/ — I, d/, 3amonnuBIIee Ty CThIC
K1eTkn B Mukpocucreme /k/ : /k/ =t/ 0= /p/: /p/ =1g/ : 18/ =/d/ : 0=
/ol /bl

3.3.2. HekoTopble OrpaHUYECHUS COYETAEMOCTH (POHEM SIBIISIOT-
Csl BIIOJIHE PETYJIAPHBIMHE, O YEM CBUAETEIBCTBYIOT YePEIOBAHUS THIIA
muToB. kibo ‘mpunennsncs, nmpuctasan’ : ki[p]ti ‘NPUIENIATCS, TPH-
cTaBaTh’, daiigelis ‘MHOXecTBO’ : daii[k] ‘mMHOTO’. M3-3a Takux orpa-
HU4YeHU# JmToB. [b, d, g, z, Z] u [p, t, k, s, §] IpOTHBONIOCTABIIAIOTCS
JUIIb TIepell COTJIAaCHBIMM (pOHEeMaMu THUMAa R M TJIACHBIMH, CP.:
gléstyti ‘rnammTs’ : klostyti ‘moxpeIBaTh’, biiti ‘GBITH’ : piiti ‘CTHH-
BaTh’. B koneunoit no3unmu ([—#]) u mepexn [p, t, k, s, §] Bcrpeua-
10TCs Uk [s, §, k, t, p], mepen [g, d, b, z, Z] — mums [z, 7, g, d, b].
bonee ECTKMM OrpaHMYEHMSM TOABEP)KEHBI OINMO3MLMHM HemajgaTa-
JM30BaHHBIX W TIaJaTAIN30BaHHBIX (DOHEM, KOTOpBIC PEaTM3yIOTCS
TOJILKO TIepes riacHbIMU 3aaero psaa ([—V')), cp.: kitrti ‘npomsi-
psBiuBaThCA  : kurti ‘co3maBath’. B OCTambHBIX MO3WIMAX 3TH CO-
TJIACHBIC HAXOSTCS B OTHOUICHWH JONOJHUTEIBLHOW TUCTPHOYIIUH:
C/ ) C/ vl
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3.3.3. [lerepbyprckas (JlennHrpanckas) mKojla U TPEACTABU-
TEJIW JACCKPUTITUBHON JIMHTBUCTUKH HE JENAIOT CYIIECTBEHHOTO pa3-
JTUYUAS MEXY CIyYalHBIMH IyCTHIMHU KJIETKAMH M PETYJISPHBIMU OT-
PaHUYCHUSMH JUCTPUOYITUH.

Bosnee yOenaurenbHOM TpecTaBiIsieTCs KIacCUYecKasi HHTepIpe-
Talus TpakaH (BO MHOTOM COBIIAJaromias ¢ KOHIENrued MOCKOB-
CKOM TIKOJIBI ¥ IPHHAMAeMasi B TJIOCCEMATUKE U CTPaTU(UKAITOHHOMN
JMHTBUCTUKE), COTIACHO KOTOPOH B PACCMOTPEHHBIX CIydasX UMEET
MecTo ocoboe (OHOJIOTHYECKOE SIBICHUE — HEWTpalu3alus, 3aHd-
Maromias, Kak MbI TI0JlaraeM, IMPOMEXYTOUYHOE TMOJOKEHHE MEXIY
CUHTAarMaTHUKOM U MMapaJurMaTUKON. B 0qHUX NO3ULIMX, HA3BIBAEMBIX
CWIBHBIMH (MJTU PENIEBAHTHBIMH ), OTMIIO3UIIUN PEATU3YIOTCSI U BBITION-
HSIIOT Pa3IMYUTENbHYI0 QYHKIMIO (Cp. TUTOB. [b, d...] u [p, f...] B TIO-
sunuax [—V] u [—R], HenanaTanu3oBaHHbBIE M TajdaTaIM30BaHHBIC
coryiacHple B MO3uIMu [—V']), B APYyrux, caaObiX, MO3ULHUSX, HIH
MO3HUIUSAX HEWTpaIM3aliy, OIIMO3WINU CHUMAIOTCS, WIH, WHBIMHU
cioBaMu, HelTpanusytores (cp. uToB. [b, d...] u [p, t...] B KOHEUHOM
mo3unuu [—#]| U mepes CoracHBIMU Tuna T ¥ S, TOTOTHUTEIHHYO
JAUCTPUOYLIMIO HENanaTalu30BaHHBIX M IAJaTaIM30BAHHBIX COIJIAC-
HbIX B mosurusix [— V'], [—C] u [—C], [—#]).

B nuToBCKOM NHTEpaTypHOM SI3bIKE W BO MHOTHX JHANEKTaX,
KpOME PacCMOTPEHHBIX, K HEUTPAIM3yEMbIM OMMO3HIIUSIM OTHOCSTCS
MPOTUBOIIOCTABIICHUS TJIAcHBIX /a/ : /e/, /a’/ : /e*/, peanu3yembie B ab-
COJIFOTHOM Havalie CJIOBa M HEWTpaJIM3yeMble MOCIe BCEX COTJIACHBIX,
KpoMme (C M3BECTHOUM OroBOpKOW) /t, d/: rmacHbIe /a, a'/ BcTpeyaroTcs
MOCJIe HenaiaTaIn30BaHHBIX COTJIACHBIX, /€, €/ — TOoCIIe malaTaan30-
BaHHBIX (cIOBO(OPMBI THIA BHUH. . MH. 4. gilias ‘TmyGokue’ u gilés
“KeTyau pa3lnvaloTcsl TOJIBKO B KpaiiHe MCKYCCTBEHHOM KHIDKHOM
npousHomeHnn). B 6e3yapHbIX ciorax MHOTHMX CEBEPHBIX T'OBOPOB
CHUMAIOTCSI KOJMUYECTBEHHBIC ONMO3WIIMK TIACHBIX. B Tebimsiickom
BapHaHTE CEBEPOKEMANTCKOTO Hape4yusi 0COOBIM CllydaeM HeHTpaim-
3allu SBJISIETCS PETPECCUBHAS ACCUMMIIALINS TTIACHBIX THIIA i/e, u/0 10
MOIBEMY: OHHM TMPOTHUBOMOCTABIISIFOTCS JIMIIh B KOHEYHBIX CIIOTax
U Tepe]l BHYyTPCHHUM OTKPBITHIM CTBIKOM: TIEpE]l TJIACHBIMH BEPXHETO
nmogbéMa | /ie, uo/ BCTPEYArOTCs JIMING IJIacHBIC THIIA [i, U], BO BCcex
OCTANILHBIX CIy4asix — [¢, 0]. Bo MHOTMX BOCTOYHOAyKIITAaHTCKHUX
YTSHCKAX TOBOpax B O€3yJapHBIX CJIOrax CHUMAIOTCS OTITO3UIHU
fie/ : /e*/, luo/ : /o°/ — BMeCTO HUX MOSIBJISIOTCS MONyAoirue [&.], [a.];
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B IIIMPBUHTCKUX TOBopax — /ie/ : /e’/ : /e’/, /uo/ : /o'/ : /a'/, B cmabbIx
MO3ULMAX COBMajaiouiue B [e] u [a]; B MaHEBEKCKUX TOBOpax, TIe
BM™Mecto /ie/ : /g/ : /i/, /uo/ : /o/ : /u/ B Ge3ymapHBIX ciOrax, Kak
MPaBUIIO, BEICTYNAIOT [¢], [0] wnu oTkphITHIE [i], [U].

WHorna auanekTsl pa3inyaloTcsl XapaKTepoM PEJICBAaHTHBIX T10-
3unuii. Hampumep, B )KeMalTCKOM Hape4YuH COTJIacHBIC TUMA [p, t...]
u [b, d...] paznmuuatorcs He TonpKO B mo3unusax [—R], [—V], HO u B
KOHEUYHOW mo3unnu [—#]; BO MHOTHX BOCTOYHBIX U FOXKHBIX TOBOPAX
OTIIO3HUIINU HEKOTOPBIX TBEPIBIX M MATKUX COTJIACHBIX HE CHUMAIOTCS
B KOHEYHOW Mo3uIuH, nepex /i, i/ u /¢’/ m (MHOT/MA) mepena coriac-
HBIMHU.

3.3.4. Ecnu ycloBHO OTOPOCHTH CWJIBHBIE (pelieBaHTHBIE) MMO3U-
UM HEUTpalIu3yeMbIX MPOTHUBOINOCTABICHHH, 3BYKH, BBICTYIAIOIINE
B CJIA0BIX TMO3UIMSX, OKa3bIBAIOTCSI B OTHOIIEHUH JOMOJHUTEIHHOMN
IACTPUOYIIUU B TIO3TOMY MOTYT OBITh 00BEIUHEHBI B 00JIee KPYITHBIC
eauHulbl — apxudonemsl. Hampumep, nutos. [p] u [b] B ciabbix
MO3HIUSAX MOXKHO CUUTATh MPEICTABUTEISIMU (Kak ObI ayutooHaAMM)
apxudonemsr /P/, a [k] u [g] — npexacraBurensimMu apxudoHems! /K/,
[n] u [f] — npexacraButensimMu apxudonemsl /N/. ApxudoHema onpe-
JenseTcs Mpu3HaKamMu, OOIMMH sl 000X (WM, TOYHEE, BCEX) uile-
HOB HeHTpanu3yeMoit onmo3uruu: /P/ — 3To TyOHO# NIyMHBIA CMBIY-
HBI COTJIACHBIA BOOOIIE, OE3pasNUYHBI K TIIYyXOCTH-3BOHKOCTH
U TBEPIOCTU-MATKOCTH, /N/ — COHOPHBIII HOCOBOM HeryOHOM coriac-
HBIE BooOwIe, Oe3pa3nuyHbIil K Majaraiu3alud U e€ OTCYTCTBUIO.
B GonbIinHCTBE CilydaeB OJIUH U3 MpPEICTaBUTENCH apXu(OHEMBI 110
CBOMM (PM3MUYECKUM TPU3HAKAM MOYTH COBIAJACT C peain3aimei oi-
HOTO YieHa HeWTpaau3zyemon onmno3uiuu. Hampumep, mutos. [p, t...]
B TO3WIAH [—#]| SIBISIFOTCS TAKMMH JK€ TIIYXUMH COTJIACHBIMH, KaK
U peanm3aru  GoHeMm /p, t.../ B CWIBHBIX TO3WMIHAX. Pexe Kak
NpeACTaBUTENb apXH(OHEMBbI BBICTYIIAET MPOMEXKYTOUHBINA 3BYK (Cp.
pyc. [B] Kak mpencraBuTenb /0/ : /a/ WM ‘TIONYMSTKUE  COTJIACHBIE,
BCTpeYaeMble Mepe]] INTaCHBIMU MepeTHero psaaa B 00IrapckoM s3bIKe
U B HEKOTOPHIX JINTOBCKUX roBopax). Hakowen, apxudoHema MoxeT
OBITh MpeCTaBIeHa (HaKyJIbTATUBHO YEPEIYOIUMHUCS 3BYKaMH, OJIUH
U3 KOTOPBIX B OCHOBHBIX Y€pTax COBIAIACT C OJHUM WICHOM OIIIO-
3UIUH, APYTOH — C IPYTUM.

®onema, Onm3Kas Mo GPOHETUIESCKON peann3anuy K IpeIcTaBy-
TeMo apxu(oHEMbl, HE3aBHCUMOMY OT BIHMSHHUS CMEXKHBIX (OHEM,
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SBIIIETCS OECMPHU3HAKOBBIM (HEMapKUPOBAaHHBIM; CJIA0BIM) UYJICHOM
OMIO3MLIKY; (OHEMA, HE MMEIOIAsi TAKOI'0 COOTBETCTBUS B CIaOBIX
MO3MLUAX, HA3bIBACTCS NMPHU3HAKOBBIM (MapKHUPOBAHHBIM; CUJIbHBIM)
YJICHOM ONMO3UINH. becrpu3HakoBbie (pOHEMBI OTIMYAIOTCS OT MPH-
3HAKOBBIX W OOJIBbIICH YacTOTOW BCTpeuaeMocTH. Hampumep, TUTOB.
mut. /K, t, p, s, §/ cueayer cuuTaTh OSCIPHU3HAKOBBEIMU 10 OTHOIICHHUIO
k /g, d, b, z, 7/, Tak KaKk y HUX UMEIOTCS OJM3KHE COOTBETCTBHUS B KO-
HEYHOM IOJIOKCHHUHU; O TAaKOM € COOTHOMEHHH c.-keM. /k, t, p, s, §/
n/g, d, b, z, 2/ cBUIETENLCTBYET TOIBKO YaCTOTA TIYXUX COTJIACHBIX,
3HAYUTENILHO MPEBBIIIAIONIAs YACTOTY 3BOHKHUX.

3.3.5. CooTHoIIEHNE OECIPU3HAKOBOIO U MPHU3HAKOBOIO YJICHA
OTIO3MIIMY HA3bIBAETCS KOPPEIIUel, a BCS MHUKPOCHCTEMa OJIHO-
POIHBIX MPOIOPIUOHAIEHBIX COOTHOIICHUH TaKOTO THIIA — KOPPEJIsi-
TUBHBIM psiioM, Hamp.: /p/ : /b/ = /t/ : /d/ = /k/ : /g/. [lpu3HaKoBBI’
YJIeH KOPPENSIUH OTIMYAeTCs OT OSCIPU3HAKOBOTO WieHa (M COOT-
BETCTBYIOIIEH apxudoHEeMbl) NpU3HAKOM Koppensiuu. [losromy,
HampuMep, MOKHO CUUTATh, 4TO JUTOB. /b/ = /p/ (/P/) & ‘3BOHKOCTB’
(mpu3Hak KOppeJ'I}II_II/II/I)z, /m/ = /n/ (/N/) & ‘nanatanusanus’. CiaemoBa-
TEJbHO, OECTIPU3HAKOBBIN WIEH KOPPEJSINHU 10 cBoeMy (poHOmornye-
CKOMY COJIEp>KaHHUIO COBIMAIAET ¢ apXU(pOHEMOH (Cp. paHHIOI0 UHTEp-
nperamuto H. C. TpyOGerkoro). Beé xe 6onee ynoOHOH U peanucTude-
CKOH clielyeT CUMTaTh COBPEMEHHYIO YCTAaHOBKY YENICKHX (HOHOJO-
rOB, CYMTAIOMIMX MpeAcTaBuTeneil apxudoHem amnoponamu (orem,
ONMM3KKUX UM 10 (POHETUUECKON peaTn3allii.

3.3.6. KoppenarupHble OTHOIIEHUSI MOTYT CBSI3bIBAaTh HE TOJIBKO
napsl (hoOHEM, HO U OoJiee KPYIHBIE UX TPYIITBI — ITyYKH KOPPEIISIHN.
Cp. ap.-uun. /p/ : /p*/ : /bl : b/ =/t/: A/ : /d/ : /d*/..., HerTpanuzye-
MbI€ Tepes ay30i B monb3y [p], [t]... UeTbpéxunennble my4YKku o0pa-
3yIOT U JINTOBCKHE KOPPENALUH 3BOHKOCTH M NaJaTalU3allUd IIyM-
HBIX COTJIACHBIX. DTH MYYKH IMOJHOCTBHIO PEATH3YIOTCS JIMIIb TIEpe]
IJIaCHBIMM 3aHero pszaa. Ecnu o0o3HauuTh cumBosoM /P/ apxudo-
HeMy Koppersuu /p/ : /p/, cumsonom /B/ — apxudouemy /b/ : /b/
u /P/ — apxu¢oHemy Bcero myuyka ryOHBIX CMBIYHBIX COIVIACHBIX, MO-
Jy4aeTcsi KapTHHA OTHOIIECHUH, peacTaBieHHas B § 151 (c. 172).

* PoHOTOrHYeCKas 3BOHKOCT — 3TO M KONEOAHHMS OIOCOBBIX CBA30K, H CO-
MPOBOXKIAMOMIAs UX MCHEe HaNpsDKEHHAS apTHKYJISALUS, U OCIA0JICHHAs YKCIIH-
pamust. [Manatanuzanus Takke MpeACTaBisieT cOOOW HE TOJNBKO JIOTIONHUTENb-
HYIO apTHKYJISIIHUIO CIUHKY SI3bIKA, HO M OTCYTCTBHE BEJISIPU3AIIH.
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3.3.7. HeliTrpanuzamnusi UMeeT HUCKIIOYUTENBHO Ba)KHOE 3HaYe-
HUE, TOTOMY YTO OHA Ja&T BO3MOXKHOCTh YTOYHUTH KJIACCH(DUKAIIUIO
¢doHeM, MOMYUYEHHYI0 B pe3yjbTaTe aHaln3a CHHTarMaTHYECKHX OT-
HomeHni. OHa, Kak MpaBUIIO, BBIABISIET KIacChl (POHEM, TOIBEPraro-
muxcs (M He TOABEPTraloINXCcsl) HEKOTOPOW HEUTpanu3aluu, U Kiac-
cbl (hOHEM, IMOJI BO3JICHCTBHEM KOTOPBIX BO3HUKAIOT ONPEICIEHHBIC
ciabple mo3unuy. Hanpumep, BhIIEyHOMSHYTasi aCCUMIIISALMS Tiac-
HBIX THIIA C.-)KeM. i/g, u/Q TIpeXkJie BCErO pacuwICHSET BCE TJIaCHBIC Ha
(doHEMBI, He TIOJIBEpPKEHHBbIE 3TOW HeWrpanmuzanuu (/a, e.../), u do-
HEMBI, el moaBepxkeHuble (/i, €, u, 9.../); CpeJu MOCIESIHUX OTICIb-
HBI TIPU3HAKOBBIN KJIACC COCTABIIAIOT /i, U.../, IEPE]l KOTOPBIMH BO3-
MOJKHBI JIUIIH (OHEMBI THMa /i, u.../. KpoMe Toro, B 3TOM AHaleKTe
(KaK ¥ B JTUTEPATypHOM SI3bIKE) KOPPEISAIHS MalaTaln3alii COriac-
HBIX peajn3yeTcs TOIBKO Mepen /a, 9, u.../ — mepen /e, ¢, i.../ oHa Hel-
Tpaju3yeTcs, YTO CBUICTEIbCTBYET O HAIMYMU JBYX KPYIHBIX Kiac-
COB TJIACHBIX: OECTIPU3HAKOBKIX /a, Q, U.../ W TIPU3HAKOBEIX /e, ¢, 1.../.
JTO B KOHEYHOM CU€Te MaéT TaKyro KapTHHY OTHOIICHUH: /(a : (0 : u)) :
(e : (¢ : 1))/. Camoii OecipU3HAKOBOI B JAaHHOH CHCTEME SIBISIETCS
¢donema /a/, 0 4éM, KCTaTh, CBUACTEIBCTBYET M €€ MCKIIOUNTEIbHAS
yacToTa B cBsI3HOM peun (= 13,09 % Bcex GoHeMm).

KpynHslii My4oK KOppensuuii o6pa3yroT IuToB. /s, §, §, §, z, Z,
7, 7/ mepen POICTBEHHBIMH WIMTSIUAMHU addpukatamu /&, 3/ ommo-
3MIMM BCeX ATHMX (POHEM CHHUMAIOTCA B TMONb3y [S, Z] (cp. zjzia
kysokut’ : zp[§]diau “(a) xysxokanm 6e’). CaMylo NPH3HAKOBYIO
doHEMy 3TOr0 MydKka /Z/ MOXKHO ONHCATh KaK KOMIUIEKC, COCTOSIIIHIA
u3 apxudonems! /S/ (uau camoro OeCIpU3HAKOBOTO djieHa — /s/) U
TpEX MPHU3HAKOB KOppesauuu: ‘mmrmsmuii’ & ‘3BoHkuil’ & ‘manara-
nu30BaHHbIN . [loNHYI0 KapTUHY OTHOIICHWH MEXAY WIEHAMH 3TOTO
My4Ka KOPPEeSIUi MOXHO TpeAcTaBUTh Gopmyiion /((s : 8) : (z : 2)) :
(3 : %) : (z: 2)). TpusHaKM Koppensuuii B JAHHOH MHKPOCHCTEME
(KaKk, BIIpOYEeM, W B JPYIHX CIy4asx) OJHOBPEMEHHO SIBISIFOTCS M
T depeHInalIbHBIMU IPU3HAKAMU HEUTPAIU3yEeMbIX ONIIO3ULINH.

3.4. ITAPAJUT'MATUYECKHUE OTHOIIEHNA ®OHEM
N NX JNOOPEPEHIMAJIBHBIE ITPU3HAKU

3.4.1. [lapagurmaTuyecKrue OTHOLICHUSI, WJIK ONIO3ULIMH, CyILIe-
CTBYIOT, HalpuMep, MEXIy NMEepBbHIMUA (pOHEMaMH TaKUX CIOBO(OpM,

341



TeopeTuyeckre OCHOBBI IMTOBCKOH (pOHOIOrHH

KakK JIMTOB. Susti ‘mapiuBeTh’ : [S]usti ‘Oecutbes’ : Susti ‘TipeTs’
pusti ‘yxHyTh : buisti ‘TIpoOyKIaThCs .

WHorna pa3nnyarorcs JeKCUKaIN30BaHHbIE U MOP(OIOrH30BaH-
Hble omnmo3uiu. Hampumep, KO BTOpPOMY THITy MPEUMYIIECTBEHHO
OTHOCUTCA JIUTOBCKAash KOPpEIIUS TanaTanu3amud  (TeMOpoBast
KOppeNslus), CeBepoKeMaWTCKas ommnosuuus /i/ : /¢/, cp.: pox. m.
ex. 4. [briol®] ‘Gpata’ : Bum. m. ex. 4. [briiol']; cyry6o mekcHkamm3oBa-
Ha, HalpuMep, OMIO3ulus JUTOB. /§/ : /z/. OmHako 3Ta Kiaccupuka-
1IUs1 HE SIBJIAETCS YUCTO (POHOJIOTMUECKOH.

3.4.2. PeanbHble TapaJurMaTHYECKUE OTHOLIECHUS BO3MOXKHBI
TOJBKO MEXKIy WICHAMH OJIHOTO M TOTO JK€ CHHTarMaTHYeCKOTO
kiacca. Tak Ha3bpIBaeMble KOCBEHHBIC OIMIO3MUIUK TPEICTABISIOT CO-
00i1 HE MapagUrMaTHYECKOe, & CHHTarMaTHYECKOe SIBIICHHE.

[TockonbKy THacHbIE W COTJIACHBIE — JTO JIBa B3aHMMOMCKITIO-
YAIOLIMX CHHTarMaTHYECKUX KJIacca, X ONMO3UIMHU 110 CYLIECTBY He-
BO3MOXHBI (32 MCKIIOUEHHEM DPEIKHX CIy4aeB THIA CKp. visah ‘OT-
paBa’ : vysah ‘ObIK’).

3.4.2.1. lNapagurmMatudeckue OTHOIICHHUS (QoHeM (B UX CBSI3U
C CHHTarMaTU4eCKMMH OTHOIICHUSIMH M KJIaCCaMH) MOXHO Mpoje-
MOHCTPHUPOBAThH Ha MIPUMEPE CHCTEMBI COTIIACHBIX JTUTOBCKOTO S3bIKA.

B mosunuu [(#)—T] mpOTHUBOMOCTABISAIOTCS TOJNBKO apxudo-
Hemsl /S/ (= [s, §, z, 2]), /S/ (= [3, §, 2, Z]). PasnmuunTtensHbIM IpU3Ha-
KOM OIIMO3HIIMH YCIOBHO MOKHO CUMTATh aIbBEOIAPHYIO (/S/) 1 3y6-
HyI0 (HeaJdbBEOJSIPHYIO; /S/) apTUKYJIAINIO; IPUEMIIEMa U Tlapa Npu-
3HAKOB JBYX(oKycHBIN-0qHOGOKYCHBIIH. Ha camom nenme muddepen-
[UAJTbHBIC TIPU3HAKU PEaM3YIOTCS KaK CIIOKHBIC apTUKYJISAIUOHHBIC
WIN aKyCTUYECKHE KOMIUIEKCHI, BKIIOYAIOLIME U TaK Ha3bIBAeMYIO
COOCTBEHHYIO JIOJITOTY ¥ HHTCHCUBHOCTD.

B no3unuu [S—R] npoTUBOMOCTABISIOTCSA APYT APYry coriac-
Hele Tvna 7, 1. e. /p/ : /t/ : /k/ u (kpaitne penxo) /b/ : /d/ : /g/. Berpeua-
eMBIi 3/1eCh [p] SBISETCS MpeACTaBUTEIEM apXU(pOHEMBI OIMMO3HIIUI
/p/ : /p/. llpuHUMasi BO BHUMaHHE CUHTarMaTHYECKHE OTHOIICHUS (o-
HEM JIAaHHOW MO3WIUHU U auToOHbI (HaIMp., /t/ iepen /t/ peanusyeTcs
KaK albBEOJISIPHBIN [t]), MX MOXKHO MIEHTH(QHUIMPOBATH MOCPEACTBOM
cnenyromux nuddepeHnuaIbHbpIX MPU3HAKOB: a) TyOHOU (/p, b/) —
Heryono#t (/k, g, t, d/), 6) nepenHes3banbi (/t, d/) — 3aaHESI3BIYHBIN
(menepennes3prablil) (/k, g/). Tompko TyOHBIE BCTpewaroTcs epesn /j/
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U HE BCTPEYaloTCs mepen /v, V/; neperHes3bluHbIe He MOTYT CTOSITh B
HAYATBHBIX rpymax mepen /1, 1/.

B okpysxenun [(#)—R] Bcrpeuatorcs u ponems! kinacca S, u do-
HeMmbl Kiacca 7. 3aech, KpOME BBIIIEPACCMOTPEHHBIX, (DYHKIIMOHH-
pytoT emé aBe mapbl JUQQEepeHIHATBLHBIX MPU3HAKOB: a) YICHBI
Kjacca S W WieHsl Kiacca 1 TPOTHUBOIOCTABISIOTCS KAk MICTICBBIC
(/s, z, 8, z/) n emerunble (/p, t, k, b, d, g/); 0) BHyTpH Kaxk1I0ro Kiiacca
peann3yeTcsi KOppeIsius 3BOHKHUX H TIIyXUX coriacHbX. Kpome Toro,
n3penka B no3unuu [(#)—R] nmossistorest apdpukarel. UM MoxHO
MpUnucaTh Npu3HaK ‘addpukara’.

B xonrtekcre [T—V] BeIcTymaroT MUIIb YieHbl Kiacca R: /j, v, 1,
m, n, 1/. OTHOCUTENBHO CaMOCTOATENILHBIN MMOJKIACC COCTABIISIOT /m,
m, n, N/, He BcTpevaromuecs B no3unuu [ST—V]: oHHM mpoTHBOIO-
CTaBIISIOTCSI OCTAJLHBIM (hOHEMaM THIa R Kak HOCOBbIE HEHOCOBBIM
(pToBBIM). M3 HEHOCOBBIX /j, V, V/ SIBIAIOTCS IEJIEBBIMHU, a IPOTHBO-
crosimue um /1, 1, 1, f/ — ruraBHBIME (nemeneBbiMu). @oremaMm /m, m,
Vv, V/ MOXXHO TIPUTIHCATh YK€ U3BECTHBIN MPU3HAK ‘TyOHON — /n, N, ],
1, 1, r, ¥/ sBmsmores HeryOHbIMU. Donemsl /1, T/ u /1, 1/ MoxHO Oxa-
paKTepu30BaTh KaK anbBeossipHbie (/r, /) n HeanbBeomspubie (/1, 1/)
i ke Kak aByx¢okycusie (/1, 1/) 1 oxrodokycusie (/r, f/); anbBeo-
JsipHBIE OJJHO(OKYCHbIE (POHEMBI pean3yoTcs Kak Apoxanue. Hako-
Hell, Tiepejl MIIACHBIMU 3ajHero psiaa (B yactHou mosurmu [T—V'])
peanu3yeTcst Koppessius najaTaau3ayi.

B nosunmmn [S—V] Berpeuarores cornacusle kiaccoB 7' u R. Tle-
pell TIIaCHBIMHU 3aJTHETO psijia peai3yeTcsl U KOPPEISIHs TmajaTain3a-
nun. CoriacHbIe Kiacca R MPOTHBOIIOCTABIISIOTCS COTJIACHBIM THMa T
KaK COHOPHBIC ITYMHBIM WJIM K€ KaK NMPOMEKYTOUHBIH Kiacc, 00ia-
AN KaK TIPU3HAKOM ‘COTJIACHBIN , TaK M MPU3HAKOM ‘TJIACHBIN .

Bce cornachble BRICTYNAIOT KaK YICHBI OJHOM MapaJnrMel U po-
THUBOTIOCTABJISIIOTCST IpYr JApyry B mosuiuu [(#)—V] (tounee —
[(#)—V"]), cp.: sus ‘Oymer mapimuBeTh’ : Sus ‘OyIeT NpeTh’ : Ziis
‘moruOHeT’: pus ‘Oynet rHUThH’ : bus ‘Oymer’ : dus ‘Oyner 3ajbi-
Xarbesa’ : kis ‘OyneT MOmpaBisAThCs : gis ‘OyIeT MPHUBBIKATEL : jiis
‘Bac (Acc. Sg.)’ : miis ‘Hac (Acc. Sg.)’: rus ‘OyAer p>kaBeTh’.

OCHOBOH OIMO3HUINI COTJIACHBIX B 3TOM KOHTEKCTE SBIISIOTCS
NPU3HAKKM CHUHTAarMaTHYeCKNX KiaccoB: (1) COHOpPHBI — NIyMHBIN
u (2) weneBoil — cMbIYHBIN. Berpedaromuecs B HHTEpHALMOHATN3-
Max meneBbie [f, X, h] Takke MOTYT MPOTHBONOCTABISATHCS CMBIYHBIM
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(cp.: faktas ‘baxr’ : pdktas ‘nakt’, hdle ‘3an (Acc. Sg.)’ : gdlig ‘cu-
7ay’), OAHAKO UX CIIAyeT CUUTATh nepudepuiiHbIMU €AMHULIAMHU, HE
MOJUUHSIOIUMHUCS 3aKOHOMEPHOCTSIM HCKOHHBIX COTJIACHBIX (POHEM.

Cucremy nuddepeHmanbHbIX TPU3HAKOB COTJIACHBIX JIMTOBCKO-
O sS3bIKa MO’KHO TPEJCTAaBUTh COOTBETCTBYIOIICH MaTpUICH MICHTH-
¢dukaruu Gorem (cMm. c. 199 Ttabn. 16) u meHaporpammoii (c. 200).
L[udpsr y pa3BeTBICHUN ASHAPOTPAMMBI COOTBETCTBYIOT MPH3HAKAM,
MpUBEIEHHBIM B MaTpule: 1) ‘COHOPHBIN — IIyMHBIH’, 2) ‘HOCOBOIl —
‘proBeIii’, 3) ‘meneBoii’—Hemnieneroii’, 4) ‘addpurara’— ‘Headpuka-
Ta’, 5) ‘TyOHOI — ‘HeTyOHOM, 6) ‘TIepeHes3bIYHbIN — HeTlepeTHEA3bI4-
HBI’, 7) ‘anbBEONSAPHBIN — 3yOHOW’, 8) ‘3BOHKHI —TIIyX0i’, 9) ‘ma-
JlaTaNnu30BaHHBIN — HeNalaTaJnu30BaHHbIi . B neHaporpamme BUIHBI
U KOppensTHBHbIE oTHouIeHUs (oHeM. Hanpumep, koppessuus naia-
TaJM3alUK XapakTepHa Uil poHeM, IPOTHBONOCTABIISIIOIUXCS 1O 9-i
nape MpHU3HAKOB, KOPPEJIHS TITyXUX M 3BOHKUX — JUIsl (POHEM, paz-
JTMYAIOIIUXCs 10 8-i Tape MPU3HAKOB, U T. 1I.; C 7-i Mapbl HAUWHACTCS
M3BECTHBI TydoK Koppessuuit /((s : 8) : (z:2)) : ((5: %) : (Z: 2))/. Ap-
XH(OHEMBI ONPEAEISIOTCA KaK HEMOJHOCTHIO MIECHTU(UIIMPOBAHHBIE
¢donemsl. Hampumep, BTOpOil cormacHsiii cioBodopM vesciau ‘BEN
OB’ ¥ veZiiau ‘B&3 OB’ (T. e. [Ve§éaeu]) nuenTHGUIMpPYeTCS MpHU3Ha-
KaMH: ‘—COHOPHBIN & ‘+11eNeBOoil’: oCTallbHbIE MPU3HAKHU MOJCKA3bI-
BAIOTCS O3ULIKEH.

3.4.2.2. luBeHTaph TJIacHBIX (DOHEM COCTOHMT M3 CJEIYIONINX
equHuI: /i, 1', ¢, €, €, a, a', 0°, U, U/ («4UCTBIC» TIJIACHEIC) H /i€, uo/
(momudronru). Kpome Toro, B 3aMMCTBOBaHHAX BCTpeyaeTcs nepude-
puiiHas TiacHas enuHUIA [0] (Cp.: jonai ‘MOHBI’, toStas ‘TOCT’) U Tak
Ha3bIBaeMbIii MHTEPHALIMOHATBHBIN [¢] — (aKyJbTaTHUBHBIN TJIACHBIH,
B M3BECTHBIX CIIy4asiX COBMECTHO C [¢] oOpa3ylomnuii COMalbHO OK-
pamennyro Janus-hoHemy.

CucreMa TiacHBIX (OHEM XapaKTepU3yeTCs CICTYIOIMMH CHH-
TarMaTU4eCKUMU OTHOIIeHUusMu: 1) ¢poHemsl /1, ¢, ie, e, a’, uo, o', u’/,
B omiM4ue OT /i, €, a, U/, DKBHBAJIEHTHBHI coueTaHusM Ttuma VR,
2) mepen TIacHBIMU /i, 1, €, ie, €, €/ HeUTpalu3yeTrcs KOppemsius
HeTajJaTaIn30BaHHbIX U MMajJaTaIN30BaHHbBIX COTJIACHBIX, peau3yeMast
nepen /u, u, o°, uo/; 3) onmo3uruu /a/ : /e/, /a‘/ : /e'/ HeHTpaIU3yIOTCS
TIOCJIe COTJIACHBIX; 3TH TIaCHBbIC PU(PMYIOTCS B KIIACCHYECKON O3,
4) rmacHeie /i/ w /i*/, /u/ m /u/ 00Opa3yroT mapel, TPOTHBOIIOCTABIIAIO-
IHecs MO0 KONMMYECTBY M HANPSDKEHHIO apTHKYJISAIMH (Cp.: {ris “TpH
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(Acc. Sg.)’ : trys ‘tpu (Nom. Sg.)’, piisti ‘yXHyTb’: piisti ‘IyTh’), —
y /e’/, /o/, /ie/, /uo/ KpaTKMX COOTBETCTBUH HET; 00 UCKIIOYHTEIHHON
MICUXOJIMHIBUCTHYECKON Onm3ocTu /ie/ u /¢/, /uo/ u /o’/ cBUOeTENb-
CTBYIOT ayJIUTHBHBIC DKCIICPUMEHTHI U PUPMBI KIIACCHYCCKOHN MOI3UN
(BO MHOTHX IHaJIeKTax OMIO3MIMH /ie/ : /¢'/, /uo/ : /o°/ moaBep>KESHBI
HEUTpanu3almm).

[epBoii cMHTarMaTu4eckoil OCOOCHHOCTH TIIACHBIX COOTBETCT-
BYIOT qu(depeHnnaibHble TPU3HAKU ‘TONATHI’ — ‘KpaTKuil’ WM ‘Ha-
MPsDKEHHBIN — ‘HeHanpspkEHHBIN . KonudecTBo Ooee 3HAYMMO JIIIst
IJIACHBIX HIDKHETO MOABEMA, HANPSHKEHHOCTh — JUIA TJIACHBIX BEpX-
Hero noabéMa. BTopoli 0COOCHHOCTH COOTBETCTBYIOT NPU3HAKH ‘TIe-
peanuii psaa’ — ‘HenmepeaHul pan’: IepeqHue riacHble SBISIOTCS MPH-
3HaKOBBIMH, IOTOMY 4TO KOpPpEJsLHs NaJaTaln3aliid CHUMAeTCs TONb-
KO mepes; HUMU. UneHsl koppensiuuu /a/ : /e/ = /a’/ : /e’/ mpoTtuBomo-
CTaBIISIIOTCSI OCTAJIBHBIM TJIACHBIM KaK HIDKHHE HEHIKHHM: /a, a'/ —
ATO caMble HU3KWE TJIACHBIC 3aJHETr0 psja, /e, €'/ — camble HU3KUE
TJIacHBIe TiepeaHero psaga. ['macHeie /i, i/ v /u, U/, B MPOTHUBOTIOIOXK-
HOCTh BCEM OCTAJIbHBIM, SIBIISTIOTCSI BEPXHUMH, OHAKO IS TIEPBBIX
IBYX (oHEM (B 0COOCHHOCTH ISl /i/) MAaHHBIA MPU3HAK HEPEIeBaHTCH.
Cpenn HEHW)KHUX HEBEpXHHUX (OHEM /ie, U0/ OTIMYAIOTCA HEOIHO-
POJIHOM apTUKYJISIIMEH — /¢°, 0°/ SBISIOTCS OTHOCUTEIHHO OJHOPOJI-
HBIMHU.

B wrore mosywaercss mepapXuU4ecKkd YIOPsJIOYEHHAs cUcTeMa
T PepeHIIMaIbHBIX TPU3HAKOB U TApaJUTMaTHUYECKUX OTHOIICHHIH,
MpeAcTaBIeHHas Ta0n. 19 u nenaporpammoii Ha ¢. 213-214.

HenmxHre HemepeHe TJIaCHBIC PEaTM3yIOTCS Kak JIAOHaIn30-
BaHHbBIC, HO OTOT MPHU3HAK aBTOMATUYECKHA BBITEKACT M3 Iy4yKa IMPH-
3HAKOB ‘—TepeaHuil’ & ‘—HIKHUI’, TOITOMY He sBisieTcs qudepeH-
UaTbHBIM. B Tex ToBOpax, B KOTOPBIX OTCYTCTBYIOT OIIIO3HUIINY /a/ :
lel, la’/ /el my /i, 7, ¢/ ©MerOTCA HenepeaHne auio(OHbI, JTabuam-
3amus ¥ e€ OTCYTCTBUE UTPAIOT poib AU (depeHINaIbHbIX MTPU3HAKOB
(kak u, HaIIpUMep, B PyCCKOM SI3BIKE).

3.4.2.3. ludpdepeHnumansHbIMUA PU3HAKAMH HEJB3SI CUYUTAThH Ta-
kue poHeTHIecKue 0COOCHHOCTH, KOTOPBIE PA3IMYalOT (haKyJIbTaTHUB-
Hble BapuaHThl QoHeMm wim amwiodonel. Hampumep, BO MHOTHX
BOCTOYHO-JINTOBCKUX ToBopax QoHema /i/ peanusyercsi HE TOJBKO
nepeaHnM auiooHoM [i], HO U HenepeaHuM [bl], hoHema /u/ — He
TOJIBKO 33JHUM aJNTIOQOHOM [U], HO M MepeaHuM [ii] U T. 1., TOITOMY
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Pa3INYUTENIbHBIM TIPU3HAKOM O3THX (OHEM MOXKHO CYHUTATh JIHIIb
HaJIM4ne-0TCYTCTBUE JTaOuaIn3aIiH.

B Tex cmyuwasx, Korzna Hejb3sl OepeThcs Ha CHUHTarMaTHYeCKUe
OTHOIIICHUSI U HEeWTpanu3anuio, 1uddepeHnanbHble TPU3HAKKT U UX
Hepapxus OMpeAessIOTCS Ha OCHOBAaHWHW Pa3MYHBIX HedoHomorude-
ckux coobpaxkenuit. Mccneays Takue cucTembl (faxe HpU OJHOM
Y TOM e Habope MPU3HAKOB), MOXKHO TOJYYHUTh pPa3iIUyHbIC KIACCH-
¢dukammu GoHeM, MEHS nepapxuro npu3HakoB. [1o HalmeMy MHEHUIO,
Jake B TAaKUX CIy4asx BBIOOP OHOM M3 HECKOIBKUX BO3MOXKHBIX MO-
Jeneil He 0JDKEeH ObITh COBEPIIEHHO MPOU3BONBHBIM. Cy3UTh paMKu
CyOBEKTUBHOTO W TPOM3BOJIBHOTO MOXKHO, BO-TIEPBBIX, MPUHUMAs
B pacuéT IaHHble (OHOJOTHUECKONW THUIOJOTHH. BO-BTOpBIX, cepbés-
HBIM TOJICTIOPhEM TPH ONpPENEIeHUN HepapXuH NPHU3HAKOB CIEIYyeT
CUUTATh UCCIIEIOBAHMS YaCTOThI (DOHEM B CBSI3HBIX TEKCTax. B-TpeTsb-
WX, OTPAaHUYUTH KOJIMYECTBO BO3MOXKHBIX MHTEPNPETALUNA TTOMOTAIOT
MICUXOJMHIBUCTHYECKUE IKCIEPUMEHTHI, a TaKKe HCCIIEIOBAaHUE DB-
(dhormveckux cpencts (pudm, alTUTEpaInnii, aCCOHAHCOB) (POTBKIIOP-
HOT'O U MHAMBHUIYaJIBHOTO MO3TUYECKOI0 TBOPUECTBA.

3.4.2.4. Camas yHuBepcajbHas MOJEIb MapaiurMaTHYeCKuX OT-
HOLIEHWH — 3TO JEHIpOTpaMMa, 10 CBOEH (opMe COBMamaromas co
cXeMaMH, N300pakaloLIMMU CHHTarMaTUYeCK1e OTHOLICHUS.

OCHOBHOHM HEIOCTAaTOK JAEHAPOrPaMM 3aKIOYaeTcsl B TOM, UTO
OHH 0053aTEeNFHO MPUIKCHIBAIOT CTPOTYI0 HEPAPXHIO PU3HAKOB JTIaXKe
TaKUM CHUCTEMaM, B KOTOPBIX Ha CaMOM JieJie Takasi Hepapxusi OTCyT-
CTBYET; KpOME TOTO, JIEHAPOTPaMMBI BCErla JIOJKHBI OBITH JOIIOJI-
HEHBl MaTpuIlaMd (OHEM WM XOTs Obl CIHCKaMu TUQQepeHIInab-
HBIX TPU3HAKOB.

Bonee HarmsimHBIMM ¥ KOMIAKTHBIMH, YeM JACHAPOTPAMMBI, SB-
nsitoTest Tabmikl porem (cp. § 188 tadm. 23 u 24), B KOTOPBIX Mpej-
CTaBJICHbl CHUCTEMBbI IJIACHBIX M COIJIACHBIX JIMTOBCKOIO JIUTEPATYp-
HOTO s13bIKa (B CKOOKax < > mpuBeeHbI epudepuiinbie GpoHomornye-
CKHE €IMHUIIbI, BCTpeYaeMble JIMIIb B HEACCUMHUIMPOBAHHBIX 3aUMCT-
BOBaHHMSIX).

Ecnu momoOpaTh coOTBEeTCTBYIOLEe pacrojiokeHue (GoHeM U
MPU3HAKOB, TAOIWIBI MOTYT OTpaXkaTh HE TOJIBKO MapajurMaThye-
CKHe, HO ¥ CHHTarMaTu4ecKue OTHOIICHUS (DOHEM.

Tabnumam cooTBETCTBYIOT OoJiee MPOCThIC U (€CIu MPUHSITH W3-
BECTHBIE COTJIAIIEHHs) Ooyiee ynoOHBIE TIIAHUMETPUUECKUE MOJIEIH.
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Oco060# MOMyNAPHOCTBIO MOJB3YIOTCS TaKHE MOJENTH BOKaTMYECKHX
CHCTEM — TPEYTOJbHUKH, YETBIPEXYTOJIbHUKH, TPANelnu TJACHBIX.
Cp., Hampumep, YeThIpEXYToJbHYI0 CHUCTEMY TIJIACHBIX JIMTOBCKOIO
nutepaTypHoro si3eika (§ 189), a Takke Oonee «HOpPManbHBIC» B TH-
MOJIOTUYECKOM OTHOILIEHUH TPEYTOJBHUKH PYCCKUX, UCTIAHCKUX WU
TPY3UHCKHUX TJIaCHBIX (hOHEM:

/il h/

/el /o/
/a/

CpaBHUTENBHO pPelKko B (DOHOJOTHU MPHUMEHSIOTCS CTEPEOMET-
pUYeCcKHe MOJIEIH, XOTsS B HEKOTOPBIX cliydasx (Hampumep, Korjaa
CHCTEeMa OTIIMYAETCS M3BECTHON CIIOKHOCTBIO, JAENAloNel MIaHuMeT-
PHUYECKYIO MOJIENTh HEJOCTATOYHO HATJISIHON ), OHU MOTYT AaTh Ooiee
€CTECTBEHHYIO M COZepKaTelIbHYI0 KapTUHY MapagurMaTUYeCKuX OT-
Homrenwmii (§ 190).

3.4.3. luxoToMudeckasi pOHOJIOTHUS

U3 Toro cakra, 4yTO aHAIM3 CHUHTarMaTHYECKHUX OTHOLICHUN
B OOJIBIIIMHCTBE CIy4aeB BEAET K TUXOTOMHYECKOH KiIacCH(pHUKAINU
(dboHeM, MOXKHO JeaTh TUIOTETHYECKOE 3aKII0YCHHE, YTO Bce (POoHO-
JIOTHYECKHE ONTO3UINH JTOJKHBI ObITh PUBATUBHBIMY, a quddepen-
IUANbHbIC TPU3HAKKA — OWHAPHBIMH, OTHOCSIIIUMUCS APYT K APYTY 1O
CYIIECTBY TakK e, KaK MPU3HAK KOPPEJSAIUU U €T0 OTCYTCTBHE.

OTa BO3MOKHOCTh peai30BaHa B IUXOTOMHUYECKON (DOHOJIOTHH,
paspaborannoii P. O. fIko6coHoM 1 ero mocienoBareasaMu. Onupasch
Ha JIOCTHKEHUS] aKyCTUYecKol (DOHETHUKH, AMXOTOMHYEcKas (HOHOIO-
THS CYMTACT BO3MOXKHBIM OMHUCATh BCE (POHOJIOTHUYECKHE CHCTEMBI,
MOJTB3YSICh HEOOIBIINM KOJIMYECTBOM YHUBEPCAIBHBIX OMHAPHBIX IH (-
(epeHIHaNbHBIX TPU3HAKOB — JIEMEHTApHBIX €IUHHI] CBOEOOpa3HO-
IO YHHBEpCAIbHOTO «anaBuTay. KOIHMUECTBO 3THUX «IIIEMEHTOBY»
KOJIEOJIETCS OT MCCIeIoBaTeIsa K uccienoBareno — caMm P. O. Sxo6-
COH TIOCJIEJIOBATEIHHO HACTaMBAll HA UCXOJHON CHCTEME, COCTOSIIIEH
n3 12 nmap mpu3HaKoB.

3.4.3.1. ®oHonoru ¢ caMoro Hayajla CTAaHOBJICHHS TUCLIUILIUHBI
MOMYEPKUBAITU TIPUOPUTET aKyCTUYECKUX XapaKTEPUCTUK 3BYKOB, OJI-
HAKO JUIIb M300peTeHne crekTporpada Jaio BO3MOXKHOCTH OBICTPO
Y TOYHO PACUWICHUTH CIIOKHBIE 3BYKOBBIE BOJHBI HA MX COCTAaBIISIO-
M€ ¥ MOJYyYUTh KOJTMYECTBCHHbBIE 3HAYCHHS ITHX COCTABIISIOIINX —
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¢dbopMaHT niu HopMaHTHBIX 30H. TakuM 00pa3oM, CTaJIO BIIOJHE BO3-
MOYKHBIM 3aMEHMThH apTUKYJIALUOHHBIC ONHCAHMS 3BYKOB U MX AU(-
(bepeHInanbHbIX IPU3HAKOB aKyCTH4YeCKUMU. Ha Takyto BO3MOKHOCTD
YKa3bIBaeT U sIBHASI KOPPEIANHUs (B MAaTEMAaTUIECKOM CMBICIIE) MEXIY
AKyCTHUECKUMH M apTUKYJSALIUOHHBIMH XapaKTEPUCTUKAMHU. ITO
MTOATBEPIKIAACTC M (paKTaMU JTUTOBCKOTO s3bIka (cM. § 195, Tabi. 25).

Ecnu otnoxuts 3Hauenus nepsoi popmantsl (F;) Ha ocu opau-
HaT W 3Ha4YeHus Bropou ¢dopmantel (F,) Ha ocm abcumcc TpeTbero
KBaJ[paHTa CUCTEMbI KOOPIHMHAT, IMOJy4aeTcs KapTHHA, MO CYIIECTBY
COBIIAIAONIAS C Tpareuueil apTUKYJISAIHOHHBIX XapaKTePUCTUK Tiac-
HBIX (cM. c. 238).

3.4.3.2. YHUBepcanbHbI «andaBuT» NPU3HAKOB, TNPEIOKEH-
Heiid P. O. flkob6coHoM, cocTOUT U3 12 map KOHTpapHBIX WU KOHTpa-
JUKTOPHBIX (POHETHMYECKUX XapaKTEPUCTHK. BONBIIMHCTBO MPU3HAKOB
(9) oTHOCHTCA K TaKk Ha3bIBAEMBIM MPU3HAKAM 3BYYHOCTH (COHOPHO-
CTH) — OCTaJbHbIE 3 Tapbl OTHOCATCS K MPU3HAKaM TOHA.

B paGote yTOYHSIIOTCS JINTOBCKUE Ha3BaHUS IPU3HAKOB U JAIOT-
Csl MX KpaTKHE XapaKTEPHCTUKU MPUMEHUTEIHHO K JIMTOBCKOMY SI3bI-
Ky. Hammpumep, ykasbiBaercs, uto o0e ocHoBHBIC opMmanThl (F; u F»)
JMTOBCKMX KOMIAKTHBIX TJIaCHBIX [a°, &' OJIM3KH K IEHTPY CHEKTPO-
rpaMMbl (B oTiHuMe OT MU (y3HBIX TIACHBIX), YTO Mapy MPU3HAKOB
‘KOMTIaKTHBIN — ‘AudQy3HBIH’ HEOOXOAUMO PACWICHUTH Ha JiBa OU-
HApHBIX MPHU3HAKA: ‘KOMIAKTHBIA — ‘HEKOMOAakTHBIA U ‘muddys-
HbII® — ‘Henuddy3Hblii’. OOpaiaeTcs BHUMaHUE Ha TO, YTO JIOJTHeE
TJIACHBIC JINTEPATYPHOTO SI3bIKA OTIMYAIOTCS OT KPaTKUX HE TOJBKO
JUTNTENTBHOCTBIO, HO U aKyCTHYECKUMH MTPU3HAKAMU ‘HANPSHKEHHBIN —
‘HeHAINPSHKEHHBINA . CyMMapHBbIE OTKJIOHEHUS (DOpPMAHT JONTHX Tiac-
HBIX OT «HEHTPAIBHOT0» TIIACHOTO MPEBBIMAIOT OTKIOHEHHS COOTBET-
CTBYIOIIMX KPAaTKHX TJIACHBIX. OTMedaercsi, YTO MpHU3HAK ‘OeMOIIb-
HBI® — ‘IIPOCTOI’ B IUTEPATYpPHOM SA3BIKE U B 3allaJHBIX TOBOpax ca-
MOCTOSATEJIFHOTO 3HAYEHUSI HE MMEET, HO COMPOBOXKIACT TaKUe IMpPHU-
3HAKM, KaK ‘tTiIacHBIM’ & ‘—BBICOKOTOHAILHBIN® & ‘—KOMIIAKTHBIN’
U ‘—TiacHbIi’ & ‘—muesHblii’. Bo MHOrMX s3bIKax (B TOM 4HCIEe —
U B HEKOTOPBIX JTUTOBCKUX TOBOPaxX) OEMOJIBLHOCT U AUE3HOCThH HATO-
MUHAIOT MPOCOANYECKHE MPHU3HAKU: OKAa3bIBAIOT MOAHQPHUIMPYIOIIEEe
BIIMSIHAE HA CMEXKHBIC 3BYKH U JAaXe CIIOTH, CP. ETUMET. apal. fin ‘Tiu-
Ha’ : ti:n ‘Gurn (nepeBo, miox)’, TMTOB. C.-kKeM. [fe.tend] ‘cBUTKOM :
[ré.teng] ‘kady, KaTaro’.
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3.4.3.3. I'nacapie (poHEMBI ITUTOBCKOT'O IJIUTEPATYpHOTO S3bIKA
MOXXHO HJeHTU(DHUIMPOBAThL TO cleAyomuM auddepeHInanbHbIM
IPU3HAKaM YHHMBEPCAJIBHOTO «aj(aBHUTa», TOUHO COOTBETCTBYIOIIUM
ApPTUKYJISIIIMOHHBIM npu3HakaM (cM. § 208, tadn. 27): 1) ‘HanpsikEH-

HBII® — ‘HEHaANpsSKEHHBIN , 2) ‘BHICOKOTOHAIBHBIA® — ‘HU3KOTO-
HaJIBHBIN, 3) ‘KOMIAKTHBIN — ‘HEKOMMAKTHBIN , 4) ‘nnddy3Hbin’ —
‘Henudy3HbIA’, 5) ‘HEOTHOPOAHBINH™ — ‘OTHOPOAHBIN’ (TOCICAHUI

NpU3HaK HEe OTHOCHTCH K «andasuty» P. O. fIkoGcona, HO OH HE0O-
XOJIUM ISl ujieHTH(UKaImH /ie/ u /uo/).

CucreMy COTJIacHBIX MOXKHO OIMCATh MOCPEACTBOM 8§ map aud-
(depennmanbHeIX npu3HakoB (cM. § 209, Tabm. 28). [lopsakoBeie HO-
Mepa, MPeCTaBIeHHbIE B MIEPBOM CTOJIONE TaOJIMIbl, COOTBETCTBYIOT

clenyromyM OWHApHBIM TpU3HaKaMm: ) ‘TiHacHbIii’ — ‘HETJIacHBIN,
2) ‘HocoBOW’ — ‘pTOBBINA’, 3) ‘HENPEpBIBHBIA  — ‘TPEPHIBHBIN,
4) ‘pe3kuiti’ — ‘Hepeskwii’, 5) ‘KOMMakTHeIA — ‘nuddy3HbIA’,
6) ‘HM3KOTOHAJIbHBIM® — ‘BBHICOKOTOHAIBHBIN’, 7) ‘3BOHKUI’ — ‘TiIy-
x0i’, 8) ‘Iue3HbI’ — ‘IpOCTOn’.

OCHOBHBIM TIPEUMYIIECTBOM JMXOTOMUYECKONH (DOHOJOTHU SIB-
JIIETCSI CTPOTO W YETKO CHOPMYIUPOBAHHBIN MPUHITAIT OMHAPHBIX OII-
no3utuii. Kpome Toro, naHuas Teopus yJadHo coriiacoBaiia uaeu ¢o-
HOJIOTUU C JIOCTYDKEHUSIMU aKyCTUYeCKOW (DOHETHKH M co3Jlana Ha-
VYHBIM ammapat Juisi GOHOIOTHYECKON WHTEPIpPEeTalluu Pe3yIbTaToB
aKyCTUYECKUX dKcrepuMeHToB. Ho, mpuMeHss 3TOT ammapar, Helb3s
YIycKaTh U3 BUAY TOT (DaKT, YTO YHHUBEPCAIBHBIA «andaBUT» IMpel-
CTaBJIsIeT COOOH JUIIIb BCTIOMOTATEILHOE CPEJICTBO, JAI0IIee BO3ZMOXK-
HOCTH B TIPEICTHHO SKOHOMHOM U OOIIEIOCTYITHOM BHJIE MTPEACTABUTH
PE3YyJIbTAThl KPOIOTAMBOrO aHAIN3a CHHTArMaTUYECKUX U Tapagurma-
TUYECKNX OTHOIIICHUH.

4. CYIIEPCETMEHTHGIE (ITPOCOJIMYECKUE)
EJIMHALIBI

4.1. ITPEABAPUTEJIBHBIE 3AMEYAHUA

Kpome nuneinbix eaunuil u nuddepeHnnaIbHbpIX TPU3HAKOB,
B (DOHOJIOTMUECKOI crcTeMe BCTPEYAIOTCS U TaK Ha3blBaeMbIE CyIEp-
cerMeHTHBIE eauHuIbl. OHM HanmoMuHAKT AuddepeHnnanTpHbpe Tpu-
3HAKH, HO OTJIUYAIOTCA OT HUX TEM, YTO Pa3InyaroT Oosee KpymHble
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eMHMIIBI, YeM (oHeMa. Takue sBICHHUS BCTpEUaroTcs BO (pasax, cio-
BaX, CJIOTax M HEKOTOPBIX COUETAHUSAX (POHEM.

4.2. HEMPOCOJAWYECKUE CYTIEPCETMEHTHBIE
EJIMHULIBI

CynepcerMeHTHBIMM €JMHUIIAMU TPUHATO CUUTATh (hpa3oBbIe
VMHTOHAIIMU M TaKWe MPHU3HAKU CIIOB U CIIOTOB, KaK yJIapeHHe, CIIOro-
BbIC MHTOHAIUKM W TOHBI. OHH OOBEIUHSIOTCS MO OOIUM TEPMUHOM
MIPOCOAMYECKHUX CIMHUIL, WA TIPOCOJIEM.

Hapsny ¢ mpocogemMaMyu MHOT]a MOXKHO BBIICIUTH M HEMPOCO-
JIMYECKHE CYNEePCETMEHTHBIC €IUHUIBI — JUCTHHKTUBHBIC SBIICHHS,
peanu3yemMble «BHYPEHHHUMI» (POHETUYECKUMHU MPU3HAKAMH, HO pa3-
JAUYaroIue He OTAenbHble (hOoHEeMBI, a Ooiee KPYIHBIE €IMHUIIBI.
Hanpumep, B nmpuHIIMIIE BO3MOKHA TaKas WHTEPIpETAlUs MajaTaiu-
3allUM COTJIACHBIX JIMTOBCKOI'O JINTEPATypHOro s3blka. B 310l cucreme
[0 CYIIECTBY MPOTUBOIOCTABISAIOTCS HE OTJEJIbHBIE MaNaTalu30BaH-
HbIE M HENalaTaJlu30BaHHbIC (BEIAPU30BAHHBIE) COTJIACHBIE, A LETIbIe
couerannss tina (C)C'V' # (C)CV" (cp.: [gra°u] ‘kpacuBbIM’
[graz®u] ‘kpacuBo’). Bo Bcex ocTalbHBIX ClTydasx majaTaau3anus Wi
e€ OTCYTCTBME aBTOMAaTHYeCKM ompejensercs nosuuuei. Crenosa-
TEJBLHO, MOXKHO cyuTaTh, 4ro (C)C'V" = /(C)CV"/ & ‘nanaranuszanus’
([graz°u] = /grazu/; « ~» — cymepcerMeHTHas manaranuzamus). Of-
HAaKO 3TO JIMIIb OJJHA U3 YETHIPEX BO3MOXKHBIX TPAKTOBOK JIMTOBCKO
nanatanu3anuu. [lanartanu3anuio Takke MOXKHO CUMTATh: MIPU3HAKOM
aII0()OHOB COTJIACHBIX, MOSBJISIOMIUXCS MOJ BIMSHHUEM CaMOCTOS-
TEJIbHBIX MEPEJHUX U MPOABUHYTHIX BHEPEN 3aHUX IVIACHBIX (OHEM
([graz°u] = /graz/); nuddepeHIManpHBIM TPU3HAKOM COTIACHBIX
(K1accuyeckas MHTEpIpeTanys: [graz°i] = /grazll/); HaKOHELl, peasn-
sammeit poremsl /j/ ([graZ°u] = /graZjl/), cerMeHTHas peaad3ais
KOTOPO# BO3MOKHA TOJIBKO B IMTOCTBOKAJIBLHOM MO3UIIMK M HAaYaIbHBIX
rpynnax pj-, bj-. C Touku 3peHusi rpaMMmatrudeckor (Mopdonoruuec-
KOi1) 11e71eco00pa3HOCTH CaMbIM HPUEMIIEMBIM BCE K€ CIEOyeT CUH-
TaTh K1accuueckoe pemenne (cp.: 1 . ex. u. kalii ‘kyio’ : galin [gal®l]
‘Mory’, rae [u] u [i] HeCOMHEHHO MPEACTaBISIIOT CO00H peann3aluio
OJTHO¥ U Tol ke prekcuu {-u}).

Emé menbiie Ob110 661 OCHOBaHUM NMPHUHATH BO3MOXKHYIO CyIep-
CErMEHTHYI0O HMHTEPIIPETAIMI0 3BOHKOCTH HIYMHBIX COTJIACHBIX (Cp.:
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/SRipSty/ ~ SnibZdi ‘mermuy’ # /SRip$th/ ~ Snipstii ‘Heynaueif’, rie
«  » — CymepcerMeHTHasi 3BOHKOCTb) HJIM TapMOHHH TJACHBIX, —
BCE ITH SIBJIEHUs 0053aTEbHO OTHOCATCSA K CYNEpPCErMEHTHBIM €IH-
HUIaM (TaK Ha3bIBaeMbIM NpOcoAusiM, aHri. prosodies) JIoHqOHCKOH
¢doHonormueckor mkosaoi. CynepcerMeHTHbIC pelIeHUs] IPAaBOMEPHBI
JHIIb B TEX CIIydYasX, KOTJa B COUYCTAHUAX HEJIb3sl OOHAPYKHUTh (HOKYC
«HM3ITy4eHHsD) MCCIIEeIyeMBIX TIPU3HAKOB. B paccMarpruBaeMbIX mpumMe-
pax Taxue okychl HamHIO: B [gal°u] ‘mory’ (cp. [kal°u] ‘kyio’) -[u]
ABIsieTcss OaHaNBHBIM alioMoppoM (IeKCHH {-u}: 3TO TOT ke -[u],
TOJBKO TIOABEPTIUIMICS BIMAHUIO TalaTaTU3alMU, «H3TydaeMoi»
cMexHoit douemoit /1/; uepenoBanms tTnma kdsa ‘poer’ : ka[z)davo
‘(MHOTOKpAaTHO) PbIJI, Konay’ yOeKJaroT B TOM, YTO 3BOHKOCTb [Z] BO
BTOPOM IIpUMEpE SIBJIETCS PE3yJIbTATOM BIMSHUS 3BOHKOCTH CMEX-
Horo (pokyca 3BoHKOCTH /d/, oTHOCsIIETOCS K MOpdeme -dav(o).

4.3. ITIPOCOAMYECKUE EAMHUIIBLI (Y JAPEHNE
N TOHEMBI)

4.3.1.1. Hannure B JTUTOBCKOM JUTEPATYPHOM SI3bIKE MPOCOIU-
YECKUX TMPU3HAKOB, OTHOCSIIUXCS K CJIOBY B LIEJOM, JOKa3bIBAETCS
TaKUMU MUHUMAJILHBIMU TTapaMu, Kak 2 JI. e1I. 4. Oy.I. B. risi ‘Oymemb
CBA3BIBATB: 2 1. €. 4. HACT. B. ri§i ‘CBA3pIBaemib’. [Ipummcath ux
pa3IMINTENFHBIE 0COOCHHOCTH (POHEMAaM HEJb3s, TTOCKOIBKY «CHIIb-
HBbIE» M «caalbley TIacHble B TaKUX CIOBO(POpMaxX HAXOIATCA B OT-
HOULICHUH JIOTIOJIHUTENBHOrO pactpenencHusa. CrenoBaTenbHO, 3TH
CJI0BO(OPMBI OTIMYAIOTCS APYT OT Apyra LEIUKOM — KaK CUMYJIbTaH-
HbI€ COYETAaHUsI OJJMHAKOBBIX CJIOIOB C Pa3IMYHbIMU MIPOCOJEMAMU —
MOJIENIAMH aKUeHTyamuu: risi = /fi-§i/ & /7|_/, risi = /fi-§i/ & /_|7/.
Kommuiekc mpu3HaKkoB, ¢ TMOMOIIBIO KOTOPOTO OJWH (IIEHTPaTbHBIN)
CJIOT CJIOBA BBLAETSIETCS IO OTHOILIEHHIO K APYTUM (HEIEHTPaIbHBIM),
Ha3bIBaeTcs yAapeHueM. B JMTOBCKOM (M PYyCCKOM) SI3bIKE KOJHYE-
CTBO TIpEIyNapHBIX U 3ayJapHBIX CIOTOB HE OrpaHMYCHO oOmmM (o-
HOJIOTUYECKUM IPABUIIOM, IIO3TOMY BO3MOXHBI OINIIO3ULUHN Pa3Iny-
HBIX MOl aKIEHTyaluu. DTO TaK Ha3bIBAEMOE CBOOOIHOE WIIH,
TOYHee, JUCTUHKTUBHOE yAapeHue. Takoe ynapeHue, BBINOJIHSIOIIEe
KyJIbMUHATUBHYIO U JAUCTHHKTUBHYIO (DYHKIIMH, XapaKTEPHO IS BCEX
JUTOBCKHUX JUAJIEKTOB — JIaXKe JJISI TeX, KOTOPhIM CBOMCTBEHHA peT-
pakuus yaapeHusi C KOHEYHBIX CJIOTOB.
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B GosbImMHCTBE S3BIKOB YyAAapeHUE BBHIMOJHACT KyJIbMHUHATUB-
HYIO U IeTMMUTATUBHYIO QyHKIMK. CUrHAIN3AIMS IPAaHHL] 3HAYUMBIX
eanHnIl (KaKk MpaBuiio, (OHOJIOTHYECKUX CIIOB) MOXKET OBITh MPSIMOUN
(ynapsieTcst epBbIil MU TIOCJIEHUI CIIOT, CP. JIATBIIICKUH, YEHICKHMA
Y, HallpuMep, MHOTHE TIOPKCKUE WM MPAHCKHE S3BIKH) WM KOCBEH-
HOW (yJapeHHe TOJy4yaeT, HampuMmep, MPEIrocleHUNA CIOoT, Kak
B TIOJIbCKOM WJIM COBPEMEHHOM aCCUPUHCKOM); MHOTa ACTMMUTATHB-
HOE€ ylapeHWe TaK WM MHAYe CBS3BIBACTCS C KOJMYECTBEHHBIMHU Xa-
pPaKTepUCTUKAMH cliora (Cp. MOHTOJIBCKYIO, JTATUHCKYIO M apabCKyro
akreHnTtyanuio). CymecTByIOT U TaKHe S3bIKH, B KOTOPBIX yIapeHHue
BoOOIIIe He (PUKCHPOBAHO HA OMPENEIEHHOM CIIOTe U TIOJTHOCTBIO 3a-
BUCHT OT (pa30BON MHTOHALIUH.

CaMmbIM paclpoCTpaHEHHBIM SIBJISIETCS AEIMMUTATUBHOE yAape-
HUe, (PUKCUPOBAHHOE HA MPEANOCIEIHEM CIIOTe, YTO OOBSACHSIETCS HH-
TOHAIIMOHHBIM YA00CTBOM Takoi Mojenu. [lake B JIMNTOBCKOM SI3BIKE
yZapeHue, HECMOTPS Ha €ro SIBHYIO «CBOOOY», B CBSI3HOM pedH yarie
BCETO IMaaeT MIMEHHO Ha MPEANIOCIISIHUH CIIOT.

Bo Bcex si3pIkax yaapeHHe BBITIONHACT KyJIbMUHATUBHYIO (DyHK-
IO, KOTOpas Ha YPOBHE IMPEUIOKEHUI M BBICKA3bIBAHUIN CIIMBAETCS
C IMCTHHKTHBHOM; Cp.: JTUTOB. dil ris ‘aBOe OymyT rmotaTs’ (2 croBa) :
duris ‘nBepu (Acc. Pl)’ (1 cnoBo), nateim. 'tu 'pele 'esi “Thl MBIIIb
(ecth)’ (3 cnoBa) : 'tupele 'esi ‘(Th) Oammak (ecthb)’ (2 crmoBa). OTH
(baxTbl SBHO CBHUJETENHCTBYIOT O HENPAaBOMEPHOCTH TOYKH 3PEHUS,
COTJIACHO KOTOpPOW (DOHOJIOTHYECKHM SIBISICTCS TOJIBKO JTUCTHHK-
TUBHOE YIapCHUE.

4.3.1.2. Kpome rnaBHOTO, B CJIOBaX MHOTJA BCTPEUAIOTCS U BTO-
pOCTeTIeHHbBIE yAapeHus. B OONbIIMHCTBE CITydaeB OHU TPEICTABISIOT
CO0OH JINIIb aBTOMAaTHYECKHI «OT3BYK» TJIABHOTO YAapEHUSs, MOIIH-
HSIOIINICS My IO OTPeNeIEHHBIM CTPOTUM TpaBUIaM, HO BO3MOYKHBI
U CaMOCTOSITEJIbHbIE BTOPOCTENCHHBIE YAApEHUS, OTPAKAIOIIHE MOP-
¢donoruyeckyio CTpykTypy cioBa (cp. Hemen. "Bahnhofs'vor steher
‘HayaJIbHUK BOK3asa’) WJIH J1aXKe BBIIOJIHAOLINE (POPMOpa3TUIUTENb-
HYIO POJib (Cp. JIUTOB. C.-KeM. UM. M. ef. 4. [dQuna] ‘xnel6’, [$a.rka]
‘copoka’ W BHMH. I. ef. 4. [dO.un"], [$4'Tk"] wim, BO3MOXKHO, Takue
CTapOJUTOBCKHE HaNHWCaHWs, KaKk poA.M. en.d4. Dirwds ‘HUBBL,
Kammarés ‘aynana’ u um. 1. MH. 4. Dirwos, Kammaros).

[Ipu HanU9YMK TITABHOTO W BTOPOCTENEHHOTO yAapeHus (GpoHoIo-
THYeCKUM OOBIYHO SIBIISIETCS TIIaBHOE ynapeHue. O1HaKO BOZMOKHBI 1
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ucKIoueHus. Hanpumep, B ceBepokeMaWTCKUX CIOBOGOpPMax THIA
[g&rd'] ‘xopomo’, [vaikoks] ‘ManbumK’ TIaBHOE yIapeHHE SBIAETCS
JMIIb JETMMUTATHBHBIM OT3BYKOM (DOHOJIOTHYECKOTO YAAapeHUs, Ha-
XOJIAIICTOCS B KOHEYHOW IMO3UIMU: yIapPEHUE TIEPBOIO CIOra MOXKET
UCUE3HYTh B dMda3e, OHO 00513aTeIbHO MEPEXOMUT Ha MPOKIUTUKY
(cp.: [negeera, né vaikoks]) i (B BOCTOYHBIX rOBOpax) He MeIIaeT Heii-
TpaJM3alyy OMIO3UIMH JOJTHX U KpaTKUX TiaacHbX (cp. [va'ks] ‘pe-
0énok’, [va'k®] ‘pebénka’, Ho [vaka] ‘pebsara’).

4.3.2.1. YaapHsble cI0TH, LEHTP KOTOPBIX NPEACTABIIEH JOJTUMHU
TJIACHBIMU WJIM COYeTaHWsAMH Tumna VR (qudroHramu wim AuQTOHTH-
YEeCKUMHU COYETAHUSIMH), B OJHUX JTUTOBCKUX CIOBO(GOpPMaX MPOHU3HO-
caTes pe3ko (Hamp., [Vifsi] ‘Oymems Baputs’, [k°1°6-5te] ‘mokpeiBan’),
B JPYrMX — IUIaBHO (Hamp., [Vif.§i] ‘Gymems mamats’, [k°1°6-5ie’]
‘ckyazika’). OTO pas3lMuue BBHIMOJHACT TaKyl K€ JAUCTUHKTHBHYIO
poib, Kak u auddepeHranbHble MPU3HAKH, HO JOJDKHO CUUTATHCS
MPOCOIMYECKON OMIMO3UIUEH, TOTOMY YTO PEAIU3yEeTCs U Ha HEOQHO-
DOHEMHBIX OTpe3Kax (Takux, Kak [(V)-if-(81)] u [(V)-if.-(5i)]).

JlaHHBIE TIPOCONEMBI TPUHATO HA3BIBaTh CIOTOBBIMH HHTOHA-
IUAMH WM CIOTOBBIMH aKIEHTaMH (Cp. JIUTOB. priegaidé < rped.
TPocdia) U JOBOIBHO CTPOTO OTINYAThH OT TaK HAa3bIBAEMBIX TOHOB —
MPOCOJIEM cJiora, He CBSI3aHHBIX (WM cabo CBS3aHHBIX) C yJIapeHU-
eM. OyHKIMOHAIBHOE SIIPO CIOrOBOM MHTOHALMHM MJIM TOHA COCTaB-
JSIeT TOHEMY; MX MO3UIMOHHBIC BAPUAHTHI HA3BIBAIOTCS AITIOTOHAMH.

B JIMTOBCKOM JTIUTEpaTypHOM SI3bIKE CYIIECTBYIOT JIBE TOHEMBI:
aKyT (pe3kasi, «HUCXOJIAIIashy UHTOHAIMS) U HupKyMdieke (maaBHas,
«BOCXOJISNIAsH WHTOHANWS). be3 crenuanbHbIX SKCTIEPUMEHTOB MOX-
HO BBLJIETUTH 1O MEHBIIEH Mepe TpH a/IoToHa akyTa (cp.: [k°1°o-ste’] :
[Vif§i] : [Mé.fke'] ‘3axpbiBan (r1a3a)’) U JBa aIUIOTOHA HUPKyMbIieKca
(cp.: [k°1°6-5te'] u [mer.ke'] ‘3amaunBan’). Cucrema ABYX MHTOHAIMIA
HaOMIOaeTCss BO BCEX JIMTOBCKUX TOBOPAX: TaKHME HMHTOHAIMH, KaK
HPEpPBIBUCTAs, CPETHSSA M JIp., HPEICTABISIOT CO0OH JIMIIL 0CcOObIe
QJUTOTOHBI aKkyTa U nupkymdiekca. Cloru, HEHTP KOTOPBIX MPEACTaB-
JIeH KPaTKUM TJIACHBIM, HE CONPOBOKIAEMbIM UMILIO3UBHBIM COHOP-
HBIM (T. €. TaK Ha3bIBa€MbIC KPAaTKUE CJIOTH), HHTOHAIMSAMHU HE 00Ia-
JAFOT.

OTHOILICHUS BCEX BO3MOXHBIX MPOCOJMYECKUX TUTIOB JINTOBCKUX
CJIOTOB MOKHO MpPEJICTaBUTh CXeMOH, MpuUBeAEHHOHN B § 244: rpana-
IIUA CXEMBI COOTBETCTBYIOT CIIAYIOIIUM IPOCOTMYECKUM CBOMCTBAM
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CIIOTOB: trumpieji — KpaTkue, ilgieji — nonrue, nekiréiuoti —
Oe3ynapHele, kirciuoti — ynapHele, akiltiniai — aKyTHUPOBaHHBIC
(«aucxonsmue), cirkumfleksiniai — nuupkyMdaekTHpoBaHHbIE («BOC-
XOJIAIITUCY ).

[upkymQIeKTHpOBaHHBIC CJIOTH B JTUTEPATYPHOM SI3bIKE SIBIISI-
I0TCSl OECTIPU3HAKOBBIMY, a aKyTHPOBAHHBIE CJIOTH — MPHU3HAKOBBIMH.
OTto mokazbpiBaeTcs cienyromuMu dakramu: 1) OesyaapHbie CIOTH MO
CBOUM aHTPOINO(GOHMYECKIM TPU3HAKAM OJM3KH K IMUPKYM(DIEKTHPO-
BaHHBIM, 2) HUPKYM(ICKTUPOBAHHBIMU SIBISIOTCS OOJIBIIMHCTBO yAap-
HBIX OKOHYaHMH, 3) B CBA3HOHN peun HUPKyMQICKTHPOBAHHBIE CIIOTH
BCTPEYAIOTCS Yalle, YeM aKyTHpoBaHHbIe. OJHAKO 3TH 3aKOHOMEp-
HOCTH HE SBJISIOTCS TaKUMHU HE3bIOJEMBIMH, KAKUMU OHU CUMTAIIUCh
JO CHX IOp: MO-BUJUMOMY, B OINpEIENEHHBIX HCKIIOYUTEIbHBIX
CllydasiX MHTOHALMU MOTYT IPOTHUBOCTOSThH APYT ApYyry U B Oe3ynap-
HBIX crmorax (cp.: BUH. 1. e u. [Si& li'] ‘mecok’ : MecrT. m. ex. u.
[sth&" li"] ‘B mecke’), a TaKKe M B KOHEUHO yIAPHO# MO3UIIHHL

4.3.2.2. Haubonee OIM3KON K JIMTOBCKOH CHCTEME TOHEM, IIO-
BUIMMOMY, SIBIISIETCS CHICTEMa CJIOBEHCKOTO s3bIKa. CepOoXopBaTCKuit
SI3BIK CYIIECTBEHHO OTIMYAETCS OT JIUTOBCKOTO TEM, YTO B HEM TO-
HEMBI TIPOTUBOIIOCTABIISIIOTS HE TOJBKO Ha JTOJTUX, HO M HAa KPATKHUX
ciorax. /lpeBHerpedeckuii A3bIK XapaKTepU3yeTcsl HAIMYueM UHTOHA-
IIMOHHBIX OIIO3ULIMN TOJBKO B KOHEYHOM JojiroM ciore. Becpma
OJM3KU K JIMTOBCKUM CIJIOTOBBIM MHTOHALMSIM TaKHE MPOCOIMUYECKHE
SIBJICHUS, KaK KOPPEIIHsS M DKCTEHCHS PEHHCKHUX JHAJICKTOB HEMEIl-
KOTO SI3bIKa WJIM OMITO3UIHS «TOYKa» (TJIOTTATU3AMN WIH JIAPUHTA-
JM3aIMN) U €T0 OTCYTCTBHS B ATCKOM si3bike. LlIBenckre u HOpBEX-
CKHE CIIOBECHbIE MHTOHANWU (Cp. mBeN. komma ‘3amsitas’ : komma
‘MPUXOJNTH’) HATIOMUHAIOT HE CTOJBKO JINTOBCKHE CJIOTOBBIE MHTO-
HAIlM{, CKOJIBKO OMTO3UIUI0 «CHIBHOTOY» (OIHOBEPIIMHHOTO) M «ClIa-
00r0» (IBYXBEPIIMHHOTO) CIIOBECHOTO yIapEHUs, pacpOCTPAaHEHHYTO
B BOCTOYHBIX M CEBEPHBIX AYKIITAWTCKHX TOBOpax (Cp. YTSAHCKHE
['d3ra] ‘uectno’ : [,d5-'ra] ‘yecTHas’).

4.3.3. ®opMalIlbHO JUTOBCKUHM $3BIK MOKHO CUHMTAThb MOPOCUU-
TaIOIINM, MOCKOJIKY B HEM JOJTUE TJIACHBIC B MPOCOANYECKOM OT-
HOIICHUY HKBUBAJICHTHHI ABYX()OHEMHBIM codeTanusM tuna VR (T. e.
V = VR). CnefioBaTenbHO, UMEETCsl TEOPETHYECKas BO3MOKHOCTh CUH-
TaTh 3JIEMEHTAPHON aKIIEHTOJIOTHIECKOW eNUHUIleH (HOCHTENIeM yaa-
peHus) He CIIOT, a MOPY — €AHMHUILY, PaBHYIO KPAaTKOMY CIIOTY WU
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«TmoyioBUHE» (TIEpBOM MM BTOPOH yacTtw) gonroro ciora. [Ipu takom
MOJXO/I€ CIIOTOBbIE MHTOHALIMM CBOJAATCS K KOHTpAcTaM YyIapHOMH
¥ 6e3y/1apHOii MOPBI ¥, TAKUM, 00pa30M, CIMBAIOTCS C AKLEHTYAlMeH:
VR = /VR/, VR = IVR/, V= [NV, V =/VV/, 1. e. [b°urtas] ‘uaponeii-
cTBO’ = /burtas/, [t°uf.tas] ‘GoratcTBo’ = /turtas/, [r°G-ksta] ‘kucHer’ =
/rutiksta/, [r°0-ksta] ‘apimut’ = /riuksta/. OqHaKO 3Ta WHTEpIPETALUSI
yIa4HO OOBSACHSET JIMIIb PEIKUE CIydad METaTOHUH, PABHOIICHHOW
NepeHOCY yAapeHusi, — B OOJIBIIMHCTBE K€ CIIydaeB, Kak JOKa3aj
¢bpanmysckuit s3pikoBen I1. [apn (Garde), TUTOBCKHE CIIOTOBBIC HH-
TOHAIMM BeAyT ceOs He Kak KOMOMHAIMHM YNApHBIX W HEYAapHBIX
(MM BBICOKMX M HH3KHX) MOpP, a KakK IIEJIOCTHBIE XapaKTEePUCTHKH
MopdeM.
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acoustic phonetics, 16, 234, 235, 237,
239,250

act of speech, 3, 5, 6, 15ff., 23, 25,
27,40, 41, 83, 106, 107, 108, 255,
278,313

acute (pitch) accent, 119, 291ff., 309,
311, 313

affricate, 10, 20, 45, 54, 79, 81, 83,
85, 86, 87, 88, 118, 128, 137, 171,
172, 177, 191, 195, 196, 198, 199,
207, 223,224, 242, 263

agreement, 76, 77

allomorph, 76, 149, 301

allophone (defined), 59ff.

apical, 35, 44,59, 61, 118, 187, 188,
191, 196, 198, 199, 224, 232

appellative function, 18, 21{f., 27

archiphoneme (defined), 159

architoneme, 293, 299

basic variant (of a phoneme,
defined), 60

Baudouin de Courtenay, Jan, 1, 3, 9,
11, 60, 235

biphonemic sequence, 89, 92, 208,
210

biuniqueness condition, 156

Bloomfield, Leonard, 43

boundary signal, 27, 37, 75

broken pitch accent (broken tone),
78,79, 171,242,297, 298, 304,
306, 309

checked ~ unchecked, 240, 242

Chomsky, Noam, 28

circumflex (pitch) accent, 70, 86,
119, 282, 291ff., 304ft,, 311, 313

coda (defined), 119ff.
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commutation; commutable sounds,
47, 48, 56, 88, 89, 95, 102, 181

compact ~ diffuse, 241ff.

competence and performance, 5

complementary distribution
(defined), 55

componential analysis (semantic),
251ff.

conjunction (logic), 107

consonant (defined), 113ff.

consonantal ~ non-consonantal, 193,
218,240, 241, 244

constraints on distribution, 125, 150,
151, 156, 157

content plane, 6, 33, 34, 76, 133, 178,
183

continuant ~ discontinuous, 240,
242,248

contrastive distribution, 54, 57

Copenhagen School, 2

core and periphery, 116, 117, 148

correlation bundle (defined), 1691f.

correlation mark (defined), 165

correlative series, 165

cross distribution, 54, 56, 65, 180

culminative function, 23, 24, 25, 27,
(of stress:) 273, 278, 283, 298, 313
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(of stress:) 273ff., 281, 282, 313

dental, 39, 165, 178, 186, 187, 190,
191, 192, 196, 197, 199, 224, 230,
243,263

dephonologization, 97, 217

descriptivists (American), 2, 17, 33,
34, 36, 46, 58, 84, 103, 156, 167,
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diatopy and syntopy, 12, 13

dichotomous phonology, 231, 234,
240, 245, 247, 249, 250, 251, 252

diphthongs, analysis of, 12, 78, 82,
91f1f., 138, 202, 207, 208, 309, 310,
311

disjunction (logic), 107
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distributional charts, 56, 61, 62, 63

dorsal, 31, 35,77, 118, 172, 187,
188, 191, 196, 230
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271, 281

echo stress, 282, 283, 287

emphatics, 8, 20, 72, 244, 263

expression plane, 6, 13, 24, 33, 36

expressive function, 18ff., 27, 71, 72,
73,195,202, 215, 255

falling (pitch) accent, 288, 291, 292,
293, 303ff.

Firth, John, 263

fixed stress, 26, 273ff.

flat ~ plain, 243ff.

formant (spectral), 228, 236ff.

free stress, 272, 273, 278, 279, 287,
313

fricative, 53, 54, 77, 118, 144, 165,
171,172, 190, 191, 192, 193, 195,
197, 198, 199, 201, 217, 224, 230,
233,242

front ~ non-front (back), 203ff., 216,
217, 223ff., 227, 229, 233, 243,
244,245,258, 260
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gaps in the system, 87, 148, 149, 150,
151, 156

generative phonology, 2, 3, 5, 33, 53,
85,95, 157, 168, 234, 250, 261

Garde, Paul, 283, 287, 288, 298

Gleason, Henry, 79

gliding diphthongs, 94, 96, 97

glossematics, 2, 6, 17, 30, 47, 69, 84,
106, 157, 180

grammatical expediency, criterion of,
64, 68,221, 261, 312

grave ~ acute, 243ff.

Hammarstrom, Goéran, 59, 72, 73, 292

Harris, Zellig, 50, 78

high ~ non-high, 207, 208, 210, 211,
213,216, 223,233

“hissing” sibilant, 45, 178, 186, 263

Hjelmslev, Louis, 2, 5, 48, 49, 72, 95,
103, 113, 161

Hjelmslev’s law, 124

Hockett, Charles, 103, 120

“hushing” sibilant, 45, 54, 79, 80,
178, 186, 200, 263

immediate constituent, 32, 33, 131,
140

index of compactness, 238, 241, 247

index of tenseness, 247

inflectional languages, 33, 64

intonation (phrasal; sentence), 8, 15,
19,21, 22, 29, 30, 31, 33, 34, 35,
40, 59, 255, 256, 257, 275, 281,
291,292,301, 312,314

intonology, 21, 256

isomorphism, 116, 117, 132, 180,
222,223,252

Jakobson, Roman, 1, 23, 24, 162,
227,231,232, 233, 234, 240, 242,
245,247,250, 292, 307

“Janus” (“double-faced”) phonemes,
72,73, 202, 225

Jaunius, Kazimieras, 100, 150
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juncture, closed, 38

juncture, external (sandhi), 91, 102

juncture, open, 37, 38, 39, 65, 67,
121, 133, 155, 162, 177, 260

Kazlauskas, Jonas, 13, 24, 31, 95,
227,270, 282,292,296
Kruszewski, Mikotaj, 1, 45, 106
Kurytowicz, Jerzy, 2, 119, 139, 147,
149, 276, 295, 299, 306, 307, 312
Kuznecov, Petr, 22, 165

labial, 31, 59, 118, 160, 165, 166,
170, 172, 173, 187, 188, 191, 192,
196, 197, 198, 199, 218, 219, 220,
224, 230, 243

language norm, 5, 6, 10, 44, 59, 72,
181, 201, 269

langue, 4, 5

Leskien’s law, 10

lexeme (defined), 29

linguistic system (defined), 4ff.

lip-rounding, 154, 204, 206, 217,
223,227

London School of Phonology, 263

long ~ short, 13, 35, 53, 95, 96, 97,
119, 201, 208ff., 215, 223, 225,
226, 229, 237, 247, 259, 279, 289,
290, 294, 295, 296, 297, 299, 302,
303, 304, 309, 310, 313

low ~ non-low, 175, 206ff., 216, 223,
224, 225,227,229, 233,242

Lyons, John, 264

marginal phoneme, 58, 95, 202, 213,
223,225

marked and unmarked members of an
opposition (defined), 162ff.

markedness, 164, 169, 170, 176, 190,
293

Martinet, André, 17, 53, 54, 88, 89,
102, 158, 165, 250, 285, 292, 312

maximally regular relations, principle
of, 84,91, 102

metalinguistic function, 23, 25, 71

metaphoneme, 60, 71

metatony, 299, 309, 310

metrical phonology, 2, 120, 281

middle (pitch) accent, 297

minimal inventory, principle of, 84,
90,91, 102

minimal pair (defined), 47

mixed diphthongs, 92, 97, 138, 208

monosyllabic words and stress, 2671f.

monotonic languages, 307, 313

mora, 310ff.

mora-counting, 311ff.

morpheme, 7, 25, 26, 30, 32, 33, 37,
48, 64,74, 76, 81,99, 102, 117,
129, 133,167, 177, 203, 264, 285,
298,299, 300, 302, 309, 310, 311

Moscow (Phonological) School, 33,
58, 157, 158,159, 167, 168, 232

nasal, 13, 59, 62, 79, 85, 90, 91, 146,
190, 191, 192, 197, 198, 199, 218,
219, 220, 224, 233, 240 (~ oral),
249

neutralization (defined), 157ff.

nucleus (of a syllable), 35, 93, 97,
107,113,114, 117,119, 120, 121,
139, 184, 230, 267, 269, 287, 288,
289, 291, 292, 294, 309, 310, 313

obstruent, 81, 100, 193, 198, 230,
233,239, 241, 262, 263

onset (defined), 119

open syllable, 114, 133, 147, 324

optional variant, 43, 44, 45, 46, 48,
54,59, 68, 69, 71,72, 73, 89, 90,
101, 117, 155, 159, 195, 201, 203,
215,217,278

Pabréza, Juozas, 45, 282

Pakerys, Antanas, 209, 211, 256,
267,268,270,291,298, 311

palatalization, 30, 166, 168, 243, 244,
258,264
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palato-alveolar, 176, 186, 190, 197,
198, 199, 201, 224, 263

Panini, 279

Panov, Mikhail, 184, 268

paradigmatic identification of
phonemes, 43, 68, 77, 81, 84

paradigmatic relation (defined), 103

parole, 4,5

Paul, Hermann, 3

Petersburg (Leningrad) School, 59,
64, 156, 167

phatic function, 23

phoneme (defined), 36ff.

phoneme classes, 112, 115, 122, 148,
157,174,176, 184, 194, 222, 223,
230, 233, 249, 252

phoneme matrix, 198, 199, 211, 213,
219,220, 223, 234, 248, 249, 251

phoneme surrogate, 44

phonetic similarity, criterion of, 58,
63, 64, 65, 66, 94, 95, 290

phonetics (defined), 15ff.

phonological systems, three-
dimensional model, 228, 229, 230

phonological systems, two-
dimensional model, 224, 228, 230

phonologization, 217

phonology (defined), 11f.

phonotactic structure, 100, 111, 112,
132, 137, 141, 147, 148, 181, 188

Pike, Kenneth, 17, 25, 33, 37

pitch accent, 24, 30, 31, 34, 35, 36,
59, 70, 73, 86, 97,99, 119, 208,
255,257,282, 283,287, 291ft.

plosive, 53, 62,77, 87,91, 118, 144,
160, 170ff., 190ff., 217ft., 224,
229,232,233, 242

poetic function, 23

polytonic languages, 307, 308, 313

position of relevance, 158, 159, 162,
164, 174, 180, 202

Prague Linguistic Circle (Prague
School), 1, 27, 36, 37, 39, 60, 108,
157, 196, 231, 235, 307
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privative opposition, 164, 165, 231,
232

prosodeme, 35, 78, 202, 257, 292,
293,297, 301

prosodic syllable types, 294, 324

quadrangle, vowel, 224, 225, 227

reduced vowels, 14, 98ff., 127, 147

redundancy rule, 194

rephonologization, 217

representative function, 19, 20, 22,
23,27,283,313,314

representative of an archiphoneme
(defined), 160

rising (pitch) accent, 283, 288, 291,
292,293, 297, 298, 303, 305, 306,
309,311,313

rounded ~ unrounded, 203, 204, 212,
216,217, 224ff., 233, 244, 245

sandhi, 91, 102

Saussure, Ferdinand de, 1, 2, 3,4, 5,
12,43, 105, 106, 119

Saussure’s and Fortunatov’s law,
300, 301, 309, 310

Séerba, Lev, 2, 17, 28, 36

secondary stress, 25, 134, 280,
281ff., 298, 306, 313

segmental unit, 35, 254

segmentator, 242, 271

segmentation, 78

sharp ~ plain, 243ff., 249, 258, 259

sign (linguistic), 3, 6, 7, 9, 13, 20, 21,
24,126,217, 31,32, 36,41, 255, 298

sociolinguistic (value, variable,
variation), 52, 69, 72, 73, 161, 202

soft ~ hard, 55, 56, 74, 122, 149, 151,
152, 153, 157, 158, 162ff., 172ff.,
189, 192, 194, 1971t., 216, 217,
243,244, 2571t., 283

sonorant (resonant), 53, 59, 79, 80,
90,95, 114,117,118, 133, 155,
184, 189, 193ff., 201, 224, 230,
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233, 236, 239, 240, 241, 248, 249,
288,290, 296, 304, 309

sonority features, 240, 242

sound stylistics, 21, 22

spectrogram, 40, 41, 234, 236, 241,
243

spectrograph, 235, 236, 237, 239

Stepanov, Jurij, 262, 310

strident ~ mellow, 240, 242, 249

stod, 79, 304, 305

stratificational linguistics, 2, 6, 107,
157,222

structural linguistics, 1, 3, 10

structuralists (American), 2

substitution test, 43ff.

suprasegmental unit, 35, 36, 255ff.,
312

syllable boundary, 33, 34, 39, 121,
132ff., 185, 261

syllable structure, 120, 130ff.

synchrony and diachrony, 9ff.

syncretism, 159, 180

synonyms, 7, 180

syntagmatic identification of
phonemes, 43, 78, 80, 82, 83, 84,
97,101, 102

syntagmatic relation (defined), 106ff.

tense ~ lax, 198, 209, 210, 212, 240,
241,242, 246ff., 296

tonality features, 240, 243

tone languages, 308, 313

triangle, vowel, 224ff., 233, 237

trill, trilled, 5, 63, 165, 192, 196, 198,
242

Trubetzkoy, Nikolai, 1, 16, 17, 21,
22,27, 36,37, 67, 82, 89, 93, 100,
102, 113,162,163, 165, 166, 167,
196, 226,227, 231, 310

u-criterion, 51, 52, 321

uniform vs. non-uniform articulation,
80, 83, 101, 201

utterance (defined), 28

velarization, 166, 244, 258

Verner, Karl, 253

vocalic ~ non-vocalic, 32, 193, 212,
218, 240, 241, 244, 249

voiced ~ voiceless, 172, 178, 188,
190, 197, 198, 199, 240, 243, 249

vowel (defined), 113ff.

vowel assimilation, 38, 154, 155,
175,263

vowel harmony, 26, 38, 154, 155,
175, 183

word form (defined), 29

413



Girdenis, Aleksas

Theoretical Foundations of Lithuanian Phonology / Aleksas
Girdenis ; English translation by Steven Young. — Vilnius : Eugrimas,
2014. —xvii [1], 413 [1] p.

Summary in Russian. — Bibliogr.: p. 356408 (953 titles). — Index: p. 409-413.

ISBN 978-609-437-259-9

The book presents a theory of classical phonology, adapted to the study of
Lithuanian; it brings together the theoretical ideas and specific research methods of
the major schools of structural linguistics, in particular the Copenhagen and Prague
schools. Phonological concepts and the principles of establishing and classifying
phonological units are based first and foremost on the data of Lithuanian and its
dialects. An attempt is made to resolve all major issues in the phonological make-up
of Lithuanian, and to provide a critical evaluation of the relevant linguistic litera-
ture. Extensive use is made of the data of other languages, most often those which
form a typological background for corresponding phenomena in Lithuanian.

The book is intended for specialists in general linguistics, phonology, and
phonetics who are interested in the material of the Baltic languages, and for
graduate and advanced undergraduate students in linguistics.

UDC 811.172342+81342

Aleksas Girdenis

Theoretical Foundations
of Lithuanian Phonology

Monograph

Second, revised and expanded edition of
Theoretical Foundations of Phonology

English translation, Index: Steven Young

Proofreading: Laura Ripper (English), Mikita Suprunchuk (Russian)
Layout: Aleksey Andronov

Cover design: Laimis Kosevicius

400 copies

Published by Eugrimas UAB

Kalvarijy g. 98-42, LT-08211 Vilnius, Lithuania
Telephone/fax: +370 5 273 3955, +370 5 275 4754
E-mail: info@eugrimas.It

www.eugrimas.lt

Printed by Ciklonas UAB
J. Jasinskio g. 15, LT-01111 Vilnius, Lithuania




<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /CMYK
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice




